
Full counting statistics and dynamical 
phase transitions

The mandatory logos:



General question:  features of the full counting statistics (ie, the probability distribution of 
charge transmitted) in quantum dots and similar devices in the presence of strong 
interactions, when a Fermi liquid picture does not hold. 

work in progress 
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Probing LQP on the edge

 LQP which are gapped in the bulk are liberated at the edge. The gapless shape 
distorsions in the Hall fluid are excitations in a gas of fractionally charged QP

 Two possible set-ups

Chang et al. 1996

C. Glattli (Saclay) &
M. Heiblum (Weizmann)
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   measuring both quasiparticle shot noise (Poissonian regime!) 
+ mean current gives the charge with no adjustable parameters.
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In a nutshell:  Crossover

Weak back scattering 

Strong back scattering 
Kane & Fisher, 1992

Key idea: shot (Schottky) noise in the WBS limit should give access to charge of LQP 

steady current measurements do not give access to the charge  of the carriers
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Generalizing Schottky formula 
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Fig. 5. Di!erential conductance (a) and shot noise measurements
(c) versus bias voltage V taken at "xed Vg = 2:07mV for two
temperatures. In (b) is plotted the integrated I–V characteristics
and in (d) the shot noise versus current in units of Poissonian
shot noise of electrons. The solid line curves correspond to the
"nite temperature excess current noise SExcI = 2eI coth eV=2kBT
in the Poissonian regime. In (c) and (d) a voltage-independent
background has been subtracted and the high-temperature noise
data have been shifted for clarity.

noise expected for the Poissonian transfer of charges
e through the QPC, as predicted by the !LL models in
this regime: SExcI = 2e|I |(coth(eV=2kBT )− 2kBT=eV )
[15,19]. The lowest temperature data compare well
with this expression while the data at the larger tem-
perature shows a slightly lower linear increase of noise
with current. This may be understood as follows: the
larger conductance for 47.8mK makes the noise less
Poissonian and an e!ective reduction factor taking
into account the cross-over between Poissonian and
binomial noise should be included. For V = 25!V
(12:5!V) the ratio I=I0 is 0.28 (0.11) at 47.8mK while
it is 0.22 (0.077) at 36mK.
We also performed noise measurements at much

lower temperatures which accurately con"rm that the
noise is linear with the transmitted current. However,
the surprising result is that the noise power is above
2eI , the Poissonian value for electrons. This is shown
in Fig. 6. The coupling is exactly the same as that used

Fig. 6. Noise measurements taken at two very low temperatures
for the coupling (Vg = 2:07mV) used in Fig. 5. The solid curve
corresponds to the Poissonian noise of charge e. The data clearly
show enhanced noise. For comparison, the dashed curves corre-
spond to the shot noise of charge 2e.

for the data of Fig. 5, but the temperature is much
lower. We can observe a nearly doubled shot noise.
Similar observations have been found for di!erent val-
ues of coupling and low temperature when the zero
bias conductance is very small. Sometimes the noise
is found to be even larger than twice the Poissonian
noise. We have no explanation for this as yet. A report
on these new results will be published elsewhere.
In conclusion, we have shown that the !LL fea-

tures, i.e. non-linear conduction and appearance of a
strong backscattering regime even for weak coupling,
are qualitatively observed in transport experiments us-
ing QPC at bulk "lling factor 13 . Shot noise measure-
ments have veri"ed the prediction that at low voltage
and temperature the current noise is linear with current
re#ecting the Poissonian transfer of integer charges
through the QPC. Enhanced noise is found at very low
temperature.
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Beautiful experiments 



Full counting statistics 

Generating function of cumulants of backscattered charge  

(Measure the charge backscattered at time 0 and again at time t Levitov et al. 96 )

does the FCS exhibit a phase transition in its analytic structure?

Naively, periodicity of the FCS in counting variable should change between WBS and 
SBS limits
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2



The answer to this problem can be obtained (formally) in the scaling limit by solving the 
boundary sine-Gordon model out of equilibrium (Fendley Ludwig Saleur 95, Saleur Weiss 00, Bazhanov 
Lukyanov Zamolodchikov 98) at T=0
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is a crossover scale (like the Kondo temperature). 

Observe the change of periodicity                           for the counting current  
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!at large times! 

Of course nothing happens for the cumulants themselves!



The analytical properties of this function are in fact well known (generalized hypergeometric
 functions (Fendley Saleur) . In the simplest case                (which is free), one has  
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Some numerical studies 

Free 1D wire: Free 1D wire:Resonant level: d

    (1) (2)

For technical reasons it’s been easier to study the IRLM 
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Charge transmutation in this case is between e/2 tunneling at high-energy (large voltage or small
 tunneling amplitude) and 2e tunneling at low-energy. 
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A long collaboration with P. Schmitteckert in Karlsruhe has verified most of the analytical results.

M=96 sites ; N=2000 states kept 

Things to check (among others): scaling as bare parameters 
become small +independence of details of conduction band
+ finite size effects

no singularity for the current
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A technical remark: the formulas for the FCS now are 
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More recently the FCS has become numerically accessible!!!
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We present a general technique to obtain the zero temperature full counting statistics of charge
transfer in interacting impurity models out of equilibrium from time-dependent simulations on a
lattice. We demonstrate the technique with application to the self-dual interacting resonant level
model, where very good agreement between numerical simulations using the density matrix renor-
malization group and those obtained analytically from the thermodynamic Bethe ansatz is found.
We show from the exact form of counting statistics that the quasiparticles involved in transport
carry charge 2e in the low bias regime, and e/2 in the high bias regime.

PACS numbers: 73.63.-b, 72.70.+m, 05.40.Ca, 05.60.Gg

As nano-devices decrease in size and electron corre-
lations become more important, the study of out-of-
equilibrium transport properties on the nanoscale be-
comes of fundamental importance. Of great worth are
powerful numerical approaches to interacting many-body
systems, such as the density matrix renormalization
group (DMRG) [1]. While recent work using the DMRG
has shown remarkable development in calculation of I-V
[2] and noise [3] characteristics of impurity models, the
grail of such an enterprise is to calculate all moments of
charge transfer when the system is driven out of equilib-
rium, known as the full counting statistics (FCS) [4, 5].
The electron FCS in mesoscopic transport concentrates

on a charge distribution pn, which is the probability that
n electrons are transmitted from the left to the right lead
during the measurement time tm. Knowledge of all prob-
abilities pn gives full knowledge of the statistics of charge
transfer. It is usually more convenient to work with the
cumulant generating function (CGF) of the distribution
which depends on the counting field χ and is defined as

Ztm(χ) =
∑

n

einχpn = ⟨eiχQ/e⟩. (1)

The last equality here is well defined in the classical limit,
when the charge Q is a random variable associated with
some stochastic process [6]. In the quantum case, one has
to supplement this definition with a prescription for how
the measurements are time-ordered; it was shown in [4]
that in terms of a simple model of a spin- 12 galvanometer
as a measurement device that the correct prescription is

Ztm(χ) = ⟨T̃te
i χ
2e

∫ tm
0

Î(t)dt Tte
i χ
2e

∫ tm
0

Î(t)dt⟩, (2)

where Tt means time-ordered, T̃t means anti-time or-
dered, and the average ⟨. . .⟩ is taken over some ini-
tial (in general non-equilibrium) state. We deal with
F (χ) = − lnZ(χ), as this generates the irreducible cu-

mulants of charge transfer Cn = −
(

∂
i∂χ

)n
F (χ)

∣

∣

∣

χ=0
. In

the long-time limit, each of these is proportional to the
measurement time tm, for example C1 = Itm where I is
the current flowing in the system, and C2 = Stm where
S is the zero-frequency shot noise.
While the FCS for non-interacting electrons is fairly

comprehensively understood [4, 7], far less is known in
the presence of interactions [8, 9], particularly when the
interactions drive the system into a strongly correlated
regime. In this paper we describe a general technique to
obtain the CGF for quantum impurity models at finite
bias by means of time-dependent numerical simulation.
As a concrete example, we take the interacting reso-

nant level model (IRLM), described by the Hamiltonian

H = −t
∑

n=L,R

L/2
∑

i=0

(

c†n,icn,i+1 +H.c.
)

+ (ϵ0 − U)d†d (3)

+
∑

n

(

t′nc
†
n,0d+H.c

)

+ U
∑

n

(

d†d−
1

2

)

c†n,0cn,0.

Here, c†n,i creates a Fermion on the i’th site of the left

or right lead, while d† is the creation operator on the
resonant level. The parameter t = 1 is the hopping pa-
rameter of the leads, ϵ0 is the energy of the resonant
level, t′n is the hybridization between the resonant level
and the leads (here, we will assume a symmetric coupling
t′R = t′L), and U is the interaction between the resonant
level and the leads. In the present work, we concentrate
on the point U = 2t where the model shows a certain
self-duality [2, 10]. The separation of the above Hamilto-
nian into two leads and the quantum impurity however
is much more general than this model and the method
described below may be readily applied to other setups.
The counting field is added via the substitution

t′L(R) → t′e±iχ/4 and if we define the resulting Hamilto-
nian after this substitution as Hχ, it can be shown that
the CGF defined in Eq. 2 may be rewritten as

Ztm(χ) = ⟨Ψ(0)|eiH−χtme−iHχtm |Ψ(0)⟩. (4)
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equilibrium transport properties on the nanoscale be-
comes of fundamental importance. Of great worth are
powerful numerical approaches to interacting many-body
systems, such as the density matrix renormalization
group (DMRG) [1]. While recent work using the DMRG
has shown remarkable development in calculation of I-V
[2] and noise [3] characteristics of impurity models, the
grail of such an enterprise is to calculate all moments of
charge transfer when the system is driven out of equilib-
rium, known as the full counting statistics (FCS) [4, 5].
The electron FCS in mesoscopic transport concentrates

on a charge distribution pn, which is the probability that
n electrons are transmitted from the left to the right lead
during the measurement time tm. Knowledge of all prob-
abilities pn gives full knowledge of the statistics of charge
transfer. It is usually more convenient to work with the
cumulant generating function (CGF) of the distribution
which depends on the counting field χ and is defined as

Ztm(χ) =
∑

n

einχpn = ⟨eiχQ/e⟩. (1)

The last equality here is well defined in the classical limit,
when the charge Q is a random variable associated with
some stochastic process [6]. In the quantum case, one has
to supplement this definition with a prescription for how
the measurements are time-ordered; it was shown in [4]
that in terms of a simple model of a spin- 12 galvanometer
as a measurement device that the correct prescription is

Ztm(χ) = ⟨T̃te
i χ
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where Tt means time-ordered, T̃t means anti-time or-
dered, and the average ⟨. . .⟩ is taken over some ini-
tial (in general non-equilibrium) state. We deal with
F (χ) = − lnZ(χ), as this generates the irreducible cu-

mulants of charge transfer Cn = −
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∣
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χ=0
. In

the long-time limit, each of these is proportional to the
measurement time tm, for example C1 = Itm where I is
the current flowing in the system, and C2 = Stm where
S is the zero-frequency shot noise.
While the FCS for non-interacting electrons is fairly

comprehensively understood [4, 7], far less is known in
the presence of interactions [8, 9], particularly when the
interactions drive the system into a strongly correlated
regime. In this paper we describe a general technique to
obtain the CGF for quantum impurity models at finite
bias by means of time-dependent numerical simulation.
As a concrete example, we take the interacting reso-

nant level model (IRLM), described by the Hamiltonian

H = −t
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n=L,R

L/2
∑

i=0

(

c†n,icn,i+1 +H.c.
)

+ (ϵ0 − U)d†d (3)
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+ U
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Here, c†n,i creates a Fermion on the i’th site of the left

or right lead, while d† is the creation operator on the
resonant level. The parameter t = 1 is the hopping pa-
rameter of the leads, ϵ0 is the energy of the resonant
level, t′n is the hybridization between the resonant level
and the leads (here, we will assume a symmetric coupling
t′R = t′L), and U is the interaction between the resonant
level and the leads. In the present work, we concentrate
on the point U = 2t where the model shows a certain
self-duality [2, 10]. The separation of the above Hamilto-
nian into two leads and the quantum impurity however
is much more general than this model and the method
described below may be readily applied to other setups.
The counting field is added via the substitution

t′L(R) → t′e±iχ/4 and if we define the resulting Hamilto-
nian after this substitution as Hχ, it can be shown that
the CGF defined in Eq. 2 may be rewritten as
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As nano-devices decrease in size and electron corre-
lations become more important, the study of out-of-
equilibrium transport properties on the nanoscale be-
comes of fundamental importance. Of great worth are
powerful numerical approaches to interacting many-body
systems, such as the density matrix renormalization
group (DMRG) [1]. While recent work using the DMRG
has shown remarkable development in calculation of I-V
[2] and noise [3] characteristics of impurity models, the
grail of such an enterprise is to calculate all moments of
charge transfer when the system is driven out of equilib-
rium, known as the full counting statistics (FCS) [4, 5].
The electron FCS in mesoscopic transport concentrates

on a charge distribution pn, which is the probability that
n electrons are transmitted from the left to the right lead
during the measurement time tm. Knowledge of all prob-
abilities pn gives full knowledge of the statistics of charge
transfer. It is usually more convenient to work with the
cumulant generating function (CGF) of the distribution
which depends on the counting field χ and is defined as

Ztm(χ) =
∑
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einχpn = ⟨eiχQ/e⟩. (1)

The last equality here is well defined in the classical limit,
when the charge Q is a random variable associated with
some stochastic process [6]. In the quantum case, one has
to supplement this definition with a prescription for how
the measurements are time-ordered; it was shown in [4]
that in terms of a simple model of a spin- 12 galvanometer
as a measurement device that the correct prescription is
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where Tt means time-ordered, T̃t means anti-time or-
dered, and the average ⟨. . .⟩ is taken over some ini-
tial (in general non-equilibrium) state. We deal with
F (χ) = − lnZ(χ), as this generates the irreducible cu-

mulants of charge transfer Cn = −
(
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χ=0
. In

the long-time limit, each of these is proportional to the
measurement time tm, for example C1 = Itm where I is
the current flowing in the system, and C2 = Stm where
S is the zero-frequency shot noise.
While the FCS for non-interacting electrons is fairly

comprehensively understood [4, 7], far less is known in
the presence of interactions [8, 9], particularly when the
interactions drive the system into a strongly correlated
regime. In this paper we describe a general technique to
obtain the CGF for quantum impurity models at finite
bias by means of time-dependent numerical simulation.
As a concrete example, we take the interacting reso-

nant level model (IRLM), described by the Hamiltonian

H = −t
∑
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(
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Here, c†n,i creates a Fermion on the i’th site of the left

or right lead, while d† is the creation operator on the
resonant level. The parameter t = 1 is the hopping pa-
rameter of the leads, ϵ0 is the energy of the resonant
level, t′n is the hybridization between the resonant level
and the leads (here, we will assume a symmetric coupling
t′R = t′L), and U is the interaction between the resonant
level and the leads. In the present work, we concentrate
on the point U = 2t where the model shows a certain
self-duality [2, 10]. The separation of the above Hamilto-
nian into two leads and the quantum impurity however
is much more general than this model and the method
described below may be readily applied to other setups.
The counting field is added via the substitution

t′L(R) → t′e±iχ/4 and if we define the resulting Hamilto-
nian after this substitution as Hχ, it can be shown that
the CGF defined in Eq. 2 may be rewritten as
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FIG. 4: [Color online] Comparison between numerical and
analytic results for the cumulant generating function at bias
voltages VSD > Vc. Data for different values of t′ such that
VSD/T

′

B remains constant collapse onto the same curve, and
show excellent agreement with the analytic result.

nian processes, but this time with fractionally charged
quasi-particles me/2 [20, 22, 24], again confirming be-
havior already hinted at by the Fano factor in Ref. 3.
While the function (7b) is actually 4π periodic, it is not

clear from the numerical technique of explicitly adding
the counting field that we can obtain a result that is
not 2π periodic. Furthermore, the numerical data is very
messy for χ > π making this parameter regime at present
unobtainable to us. As we discuss shortly, the 4π period-
icity formally arises due to F̃ (χ) becoming double valued
– the branch may be chosen such that the function is 2π
periodic with discontinuities, or smoothly continued to be
4π periodic. In an experimental situation, which branch
is measured would depend on details of the setup [25].
Having found effective quasi-particles with charge e/2

in the high bias limit, and with charge 2e in the low bias
limit, we now discuss how to get from one to the other.
In fact, this is easiest to see by studying the counting
current I(χ) = i∂F̃ /∂χ, where we can actually resum
the series and obtain the answer in closed form

I(χ) =
VSD

2π
3F2

[

{
1

4
,
3

4
, 1}, {

5

6
,
7

6
},−

(

Ṽ 3e−iχ
)2

]

, (9)

where Ṽ = VSD/Vc is the normalized voltage, and 3F2

is a hypergeometric function. This function has branch
cuts along the lines χ = ±π/2 from V̄ = 1 to V̄ = ∞.
This shows us technically how the CGF transforms from
being π to 4π periodic at a critical bias Ṽ = 1. While the
CGF for |χ| > π/2 undergoes a sharp transition at this
voltage, the curves at low χ, including all the cumulants,
are smooth and merely show a crossover in their behavior.
In summary, we have presented a numerical technique

based on time-dependent DMRG from which one can
extract the finite-bias CGF of the FCS for a generic
quantum impurity problem. We have demonstrated the

method for the self-dual IRLM, for which we have also ob-
tained results from Bethe ansatz calculations, with good
agreement. From this, we provide a scenario of obtaining
charge fractionalization in transport experiments, which
we relate to the analytic properties of the CGF.
The numerics was performed at the XC2 and HC3 of

the Steinbuch Centre of Computing, Karlsruhe, within
project RT-DMRG.
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Once       and         are determined there’s no 
fitting parameter at all.  
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FIG. 4: An example of the measuring time evolution of the real (left panel) and imaginary (right panel) parts of Ḟ (�, tm) for
the self-dual interacting resonant level model at VSD < Vc. The symbols come from a numerical evaluation with system size
M = 240. The solid lines correspond to the series (8) with the coe�cients given in Eqs. (22) and (24), and with the conformal
time substitution (see Appendix A).
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FIG. 5: The leading term F̃0 (left) and subleading term F̃1 (right) of the CGF for the interacting resonant level model at a
small bias voltage VSD < Vc. The symbols are obtained by fitting the series (8) to the numerical data, while the solid lines are
plots of the analytic result for F̃0 in Eq. (22) and the result for F̃1 according to the conjecutre, (24). In the real part of F̃1, we
also plot the quadratic approximation (18) to F̃1 – this clearly demonstrates that we see finite time corrections to cumulants
higher than the second.

tween the numerically determined F̃0 and the analytic
result. The incredible thing here is that to obtain the
numerical result, one must extrapolate Ḟ about an order
of magnitude from the finite-time results available. In
other words, for the time scales that can be simulated on
the computer, the result is dominated by the F̃1 contri-
bution – one should carefully read the scale on the axis
of the graphs of F̃0 and F̃1. Looking at the result for the
real part of F̃1, we also see that the numerical data agrees
well with the analytic result (24). This is strong numer-
ical evidence supporting our conjecture that the formula
(16) does indeed hold in the presence of interactions. In
Fig. 5, we have also plotted the quadratic approximation
F̃1 / �2, which is the finite time (frequency) correction

to the shot noise that has been previously discussed in
[31]. From the plot, it is clear that the conjecture (16)
correctly captures the correction to cumulants beyond
this.
We next look at the imaginary part of F̃0,1, also plot-

ted in Fig. 5. Here it is clear that the expression for
F̃0 fits rather well, however it would be di�cult to say
the same for F̃1. There are several issues going on here
though. First, one must again look at the vertical scales
of these graphs. For the imaginary part of Ḟ , the finite
measuring time corrections F̃1 are a very small correc-
tion on top of the long-time limit; as an order of mag-
nitude this is 1% of the signal at tm = 10, and less as
tm increases. Combined with this, there are other con-
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I(�) = i@F̃0/@�. Carrying out the summation gives [14]

I(�) = VSD 3F2
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�
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◆
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where z = (VSD/Vc)3e�i�.

While this representation as a rather exotic hyperge-
ometric function, 3F2, is not useful in terms of numer-
ical evaluation, the analytic properties of hypergeomet-
ric functions are well documented (see, e.g. [37]). The
function above 3F2(· · · ,�z2) has two branch points at
z = ±i, with branch cuts stretching from these points to
±i1. This indicates that for |z| < 1, i.e. for VSD < vc,
the function has a single branch, and from the definition
of z we see that I(�) is ⇡ periodic in �, giving the funda-
mental charge of 2 previously mentioned. On the other
hand, if |z| > 1, i.e. VSD > Vc, the function crosses the
branch cuts at � = ⇡/2, 3⇡/2. By choosing I(�) to be
continuous as a function of �, this implies that I(�) must
now be 4⇡ periodic, which in turn implies a fundamental
charge of 1/2.

We now see that the fractionalisation of charge hap-
pens discontinuously at VSD = Vc; the branch point lead-
ing to a bifurcation in the CGF. This can be seen in
Fig. 7, where the CGF F̃0(�) is plotted for VSD slightly
above and slightly below Vc. It is worth pointing out
however that while this branch cut leads to a discontinu-
ity in the CGF as a function of VSD, this discontinuity
occurs at � > ⇡/2. All of the cumulants, which are given
as derivates around � = 0, are smooth analytic functions
of VSD at VSD = Vc. In other words, one needs all of the
cumulants, i.e. the full counting statistics in order to see
and understand this transition.

B. E↵ect of finite-time

The previous subsection analysed only the (infinitely)
long time limit, F̃0, and found a sharp transition due to
singularities (branch points) in the CGF. We would ask:
what is the e↵ect of finite-time on this transition? There
are many important aspects of this question, including:

1. In analogy to finite size on equilibrium phase tran-
sitions, is the singularity present at finite time, or
is the dependence on VSD smooth at any finite time
becoming singular only in the tm ! 1 limit?

2. Does finite time play a role in our ability to see
fractional charges? In other words, does the 2⇡
periodicity of the CGF remain at all finite times,
becoming larger only in the infinite time limit?

While we are not yet able to answer these questions,
we now present results about the measuring time depen-
dence of the CGF near the critical voltage Vc that will
give a start in understanding these points.
It is clear that the conjecture (16) relies on F̃0 being a

smooth function of VSD; near the critical bias voltage Vc,
this is no longer the case. This means that in the vicinity
of Vc, the conjecture cannot hold, or at the very minimum
there must be a lot of physics involved in the measuring
time dependence of Ḟ that is not captured by the simple
series (8) and the conjecture (16). In order to study this
numerically, we take a fixed value of � > ⇡/2 (we choose
� = 0.6⇡) and study Ḟ as a function of measuring time
tm and bias voltage VSD chosen such that VSD ⇡ Vc.
The results are shown as a density plot in Fig. 8.

For the model parameters chosen (J 0/J = 0.2), one has
Vc ⇡ 0.374. Superimposed on the plots are various lines
1/tm / (VSD�Vc), which show that the time evolution of
the CGF has distinctive features due to the proximity to
the critical point. We would like to point out that there
is an analogy between our data in Fig. 8 and the standard
view of (equilibrium) quantum critical points [38], where
inverse measuring time in our case takes the role usually
played by temperature. Whether or not this analogy is
a useful way of thinking of the non-equilibrium problem
however is an open question.
To investigate further the features in the time evolu-

tion that are indicated in Fig. 8, we take some vertical
cross sections of this plot, in other words we plot Ḟ as a
function of tm for a selection of values of VSD close to the
critical value. This is shown in Fig. 9, where the analytic
result according to the series (8) and conjecture (16) are
also plotted for comparison. We start with the first two
graphs, which are for VSD < Vc. The imaginary part of
Ḟ fits very well to the conjecture, although with certain
oscillations on top of the straight line. We believe these
oscillations to be of the same origin as already seen in
the non-interacting case, i.e. related to quenching on the
counting field, however this still requires further investi-
gation. The real part of Ḟ also appears to converge to the
line given by the conjecture after some initial transients.
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Corrections to leading behavior 

It is however difficult to see the change of periodicity directly: data becomes extremely unstable 
beyond              . In fact, the question of long time corrections to the leading behavior plays a big role in 
the study of a potential phase transition of the FCS
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Where the formula comes from 

Consider first a binomial process where a particle has probability p to tunnel. If n is the charge 
transferred, we have 

Expanding in powers of � we have

(lnZ)0 = (Z(2))0 +


(Z(4))0 � 1

2
((Z(2))0)2

�
+ . . . (45)

so the conjecture to lowest (�4) order reads
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d
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(Z(2))0

�2
(46)

This allows us to identify

c =
2

g
(47)

We note that, while our calculation is perturbative in �, it is exact in �. The correction of order �4 involves
therefore, for a given cumulant, a combination of contributions coming from all the other cumulants. The agreement
with the conjecture is thus highly non trivial.

1.4 Other terms

Focussing on the 1/t2 terms should not hide the existence of other contributions. For instance, we expect the cumulant
of the charge transferred hQ2i� hQi2 to be linear in time at large times, which means that the term of order 4 in hQ2i
should grow like t2, and that this growth should be compensated exactly by the square of the �2 term in hQi. We can
see what these terms are from our calculation. For hQ2i we use the leading term in the integrals (??) to get
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2 = o(t2) at large times.

2 The origin of the conjecture

Consider a binomial process where a particle incident on the dot has a probability p to tunnel. The FCS for the
variable n

a

= 1 if the particle tunnels, and n
a

= 0 if it doesn’t is simply given by

hei�ni = 1 + p(ei� � 1) (50)

Imagine now that we have N particles incident on the dot. Call Q ⌘ P
a

n
a

the charge transferred. If the number N
of particles itself has fluctuations, the FCS for the charge Q will be

hei�Qi =
Z

p(N)dN exp
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N ln
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where we consideredN was large enough that a continuum description was possible. Imagine finally that the probability
distribution of N is Gaussian, with
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2�2

�
(52)

If we have N particles incident, and N also fluctuates, 
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= 1 if the particle tunnels, and n
a

= 0 if it doesn’t is simply given by

hei�ni = 1 + p(ei� � 1) (50)

Imagine now that we have N particles incident on the dot. Call Q ⌘ P
a

n
a

the charge transferred. If the number N
of particles itself has fluctuations, the FCS for the charge Q will be

hei�Qi =
Z

p(N)dN exp
�
N ln

⇥
1 + (ei� � 1)p

⇤ 
(51)

where we consideredN was large enough that a continuum description was possible. Imagine finally that the probability
distribution of N is Gaussian, with
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Now if p is Gaussian

One finds then, by Gaussian integration
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In our problem, we have a superposition of processes at di↵erent rapidities for which p = ⌧(✓), andN0 = tv
F

R
A

�1 ⇢
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(✓)d✓.
This gives immediately the leading behavior of the FCS:
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The corrections to the leading behavior of the FCS are then determined by the cross-fluctuations of the number
(operators) of particles in the interval of length tv

F

. These are not a↵ected by the impurity scattering, and are a
purely equilibrium property. One can get an idea of how these fluctuations work by considering to start free fermions.
The variable of interest is then
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c
i

(55)

Introducing Fourier transforms

c
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Z
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dk
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eijkc(k) (56)

blabla The final result is well known
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This leads immediately to the correction in the non-interacting case, and with an energy independent transmission:
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Note that, while the leading term depends on the applied potential, the subleading term does not, and is in fact entirely
determined by the equilibrium fluctuations. In turn, the long time behavior of these fluctuations is determined by the
low energy physics of the problem. This means that, when the tunneling amplitude depends on the energy, the ln t
term is only a↵ected by this term at the Fermi energy:
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In the interacting, integrable case, this simple picture can be adapted by introducing correlations between fluctuations
of the densities at di↵erent rapidities. Gaussian integration gives the correction to (??) as
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Meanwhile, we recall the fact that the term of order �2 can be obtained independently from the known result about
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While this is known to hold only for a special value of the tunneling amplitude ⌧ in the integrable system, the fact
that the correlations of the density are independent of the tunneling suggests term by term equality. It follows that
(??) should read as well
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In our problem, we will see that 
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For free fermions and energy independent scattering, 

(up to sub leading terms)

One finds then, by Gaussian integration
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In our problem, we have a superposition of processes at di↵erent rapidities for which p = ⌧(✓), andN0 = tv
F

R
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(✓) d✓2⇡ .
This gives immediately the leading behavior of the FCS:

hei�Qi ⇡ exp

(
tv

F

Z
A

�1
⇢(✓)

d✓

2⇡
ln
⇥
1 + (ei� � 1)⌧(✓)

⇤
)

(54)

The corrections to the leading behavior of the FCS are then determined by the cross-fluctuations of the number
(operators) of particles in the interval of length tv

F

. These are not a↵ected by the impurity scattering, and are a
purely equilibrium property. One can get an idea of how these fluctuations work by considering to start free fermions.
The variable of interest is then

N̂ ⌘
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i=1
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i

c
i

(55)

Introducing Fourier transforms

c
j

=

Z
kF

0

dk
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eijkc(k) (56)

blabla The final result is well known

hN̂2i � hN̂i2 =
1

2⇡2
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This leads immediately to the correction in the non-interacting case, and with an energy independent transmission:
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Note that, while the leading term depends on the applied potential, the subleading term does not, and is in fact entirely
determined by the equilibrium fluctuations. In turn, the long time behavior of these fluctuations is determined by the
low energy physics of the problem. This means that, when the tunneling amplitude depends on the energy, the ln t
term is only a↵ected by this term at the Fermi energy:
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In the interacting, integrable case, this simple picture can be adapted by introducing correlations between fluctuations
of the densities at di↵erent rapidities. Gaussian integration gives the correction to (53) as
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Meanwhile, we recall the fact that the term of order �2 can be obtained independently from the known result about
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While this is known to hold only for a special value of the tunneling amplitude ⌧ in the integrable system, the fact
that the correlations of the density are independent of the tunneling suggests term by term equality. It follows that
(60) should read as well
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For free fermions and energy dependent scattering now (                    ) 

One finds then, by Gaussian integration
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In our problem, we have a superposition of processes at di↵erent rapidities for which p = ⌧(✓), andN0 = tv
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This gives immediately the leading behavior of the FCS:
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The corrections to the leading behavior of the FCS are then determined by the cross-fluctuations of the number
(operators) of particles in the interval of length tv

F

. These are not a↵ected by the impurity scattering, and are a
purely equilibrium property. One can get an idea of how these fluctuations work by considering to start free fermions.
The variable of interest is then

N̂ ⌘
LX

i=1
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c
i

(55)

Introducing Fourier transforms
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=

Z
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0

dk
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eijkc(k) (56)

blabla The final result is well known
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1
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This leads immediately to the correction in the non-interacting case, and with an energy independent transmission:
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Note that, while the leading term depends on the applied potential, the subleading term does not, and is in fact entirely
determined by the equilibrium fluctuations. In turn, the long time behavior of these fluctuations is determined by the
low energy physics of the problem. This means that, when the tunneling amplitude depends on the energy, the ln t
term is only a↵ected by this term at the Fermi energy:
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In the interacting, integrable case, this simple picture can be adapted by introducing correlations between fluctuations
of the densities at di↵erent rapidities. Gaussian integration gives the correction to (53) as

exp

(Z
A

�1

Z
A

�1

d✓d✓0

(2⇡)2
C(✓, ✓0) ln[1 + (ei� � 1)⌧(✓)]⇥ ln[1 + (ei� � 1)⌧(✓0)]

)
(60)

Meanwhile, we recall the fact that the term of order �2 can be obtained independently from the known result about

the low frequency shot noise S(!) / 1
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While this is known to hold only for a special value of the tunneling amplitude ⌧ in the integrable system, the fact
that the correlations of the density are independent of the tunneling suggests term by term equality. It follows that
(60) should read as well

exp

8
<

:
1

g
ln t⇥

 
d

dA

Z
A

�1
⇢(✓)

d✓

2⇡
ln
⇥
1 + (ei� � 1)⌧(✓)

⇤
!2
9
=

; (62)

T 0
B

an(⌫) = (�1)n+1 ⌫
p
⇡�(n⌫)

2�(n)�( 32 + n(⌫ � 1))

I(�) =
1

t

@ ln�

@�

⌫ = 1/2

U = ⇡

⌫ = 1/4

⌫ = 5/2

e⇤HE/e
⇤
LE = 1/4

V > Vc

V < Vc (Vc = 0.374, V = 0.3)

�

� = ⇡

F = lnZ(�, t) ⇡ F̃0t+ F̃1 ln(V t) + . . .

F̃1 =
2

g

 
dF̃0

dV

!2

N0 / t, �2 / ln t

energy / e✓

1
the leading term is determined by low energy 
excitations, at the Fermi surfaceLevitov Lesovik 93  

Muzykantskii Adamov 03 
Hassler Suslov Graf Lebedev Lesovik Blatter 08



In BSG, the semi classical description using integrable quasi particles has been successful - and got full 
justified for the leading terms in the FCS.  A naive extension would give the correction term 

One finds then, by Gaussian integration
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In our problem, we have a superposition of processes at di↵erent rapidities for which p = ⌧(✓), andN0 = tv
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This gives immediately the leading behavior of the FCS:
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The corrections to the leading behavior of the FCS are then determined by the cross-fluctuations of the number
(operators) of particles in the interval of length tv

F

. These are not a↵ected by the impurity scattering, and are a
purely equilibrium property. One can get an idea of how these fluctuations work by considering to start free fermions.
The variable of interest is then
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(55)

Introducing Fourier transforms
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=

Z
kF

0

dk
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blabla The final result is well known
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This leads immediately to the correction in the non-interacting case, and with an energy independent transmission:
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Note that, while the leading term depends on the applied potential, the subleading term does not, and is in fact entirely
determined by the equilibrium fluctuations. In turn, the long time behavior of these fluctuations is determined by the
low energy physics of the problem. This means that, when the tunneling amplitude depends on the energy, the ln t
term is only a↵ected by this term at the Fermi energy:
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In the interacting, integrable case, this simple picture can be adapted by introducing correlations between fluctuations
of the densities at di↵erent rapidities. Gaussian integration gives the correction to (53) as
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While this is known to hold only for a special value of the tunneling amplitude ⌧ in the integrable system, the fact
that the correlations of the density are independent of the tunneling suggests term by term equality. It follows that
(60) should read as well
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One finds then, by Gaussian integration
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In our problem, we have a superposition of processes at di↵erent rapidities for which p = ⌧(✓), andN0 = tv
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This gives immediately the leading behavior of the FCS:
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The corrections to the leading behavior of the FCS are then determined by the cross-fluctuations of the number
(operators) of particles in the interval of length tv

F

. These are not a↵ected by the impurity scattering, and are a
purely equilibrium property. One can get an idea of how these fluctuations work by considering to start free fermions.
The variable of interest is then
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i

(55)

Introducing Fourier transforms
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=

Z
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0

dk
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eijkc(k) (56)

blabla The final result is well known

hN̂2i � hN̂i2 =
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2⇡2
lnL (57)

This leads immediately to the correction in the non-interacting case, and with an energy independent transmission:
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Note that, while the leading term depends on the applied potential, the subleading term does not, and is in fact entirely
determined by the equilibrium fluctuations. In turn, the long time behavior of these fluctuations is determined by the
low energy physics of the problem. This means that, when the tunneling amplitude depends on the energy, the ln t
term is only a↵ected by this term at the Fermi energy:
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In the interacting, integrable case, this simple picture can be adapted by introducing correlations between fluctuations
of the densities at di↵erent rapidities. Gaussian integration gives the correction to (53) as
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Meanwhile, we recall the fact that the term of order �2 can be obtained independently from the known result about

the low frequency shot noise S(!) / 1
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While this is known to hold only for a special value of the tunneling amplitude ⌧ in the integrable system, the fact
that the correlations of the density are independent of the tunneling suggests term by term equality. It follows that
(60) should read as well
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Using the known result

fixes the constraint

One finds then, by Gaussian integration
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In our problem, we have a superposition of processes at di↵erent rapidities for which p = ⌧(✓), andN0 = tv
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This gives immediately the leading behavior of the FCS:
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The corrections to the leading behavior of the FCS are then determined by the cross-fluctuations of the number
(operators) of particles in the interval of length tv

F

. These are not a↵ected by the impurity scattering, and are a
purely equilibrium property. One can get an idea of how these fluctuations work by considering to start free fermions.
The variable of interest is then
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(55)

Introducing Fourier transforms
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blabla The final result is well known
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This leads immediately to the correction in the non-interacting case, and with an energy independent transmission:
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Note that, while the leading term depends on the applied potential, the subleading term does not, and is in fact entirely
determined by the equilibrium fluctuations. In turn, the long time behavior of these fluctuations is determined by the
low energy physics of the problem. This means that, when the tunneling amplitude depends on the energy, the ln t
term is only a↵ected by this term at the Fermi energy:
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In the interacting, integrable case, this simple picture can be adapted by introducing correlations between fluctuations
of the densities at di↵erent rapidities. Gaussian integration gives the correction to (53) as
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Meanwhile, we recall the fact that the term of order �2 can be obtained independently from the known result about
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While this is known to hold only for a special value of the tunneling amplitude ⌧ in the integrable system, the fact
that the correlations of the density are independent of the tunneling suggests term by term equality. It follows that
(60) should read as well
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One finds then, by Gaussian integration
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In our problem, we have a superposition of processes at di↵erent rapidities for which p = ⌧(✓), andN0 = tv
F

R
A

�1 ⇢
A

(✓) d✓2⇡ .
This gives immediately the leading behavior of the FCS:
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The corrections to the leading behavior of the FCS are then determined by the cross-fluctuations of the number
(operators) of particles in the interval of length tv

F

. These are not a↵ected by the impurity scattering, and are a
purely equilibrium property. One can get an idea of how these fluctuations work by considering to start free fermions.
The variable of interest is then
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Introducing Fourier transforms
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blabla The final result is well known
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This leads immediately to the correction in the non-interacting case, and with an energy independent transmission:
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Note that, while the leading term depends on the applied potential, the subleading term does not, and is in fact entirely
determined by the equilibrium fluctuations. In turn, the long time behavior of these fluctuations is determined by the
low energy physics of the problem. This means that, when the tunneling amplitude depends on the energy, the ln t
term is only a↵ected by this term at the Fermi energy:
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of the densities at di↵erent rapidities. Gaussian integration gives the correction to (53) as

exp

(Z
A

�1

Z
A

�1

d✓d✓0

(2⇡)2
C(✓, ✓0) ln[1 + (ei� � 1)⌧(✓)]⇥ ln[1 + (ei� � 1)⌧(✓0)]

)
(60)

Meanwhile, we recall the fact that the term of order �2 can be obtained independently from the known result about

the low frequency shot noise S(!) / 1
g

�
dI

dV

�2
. This fixes the constraint that

Z
A

�1

Z
A

�1
d✓d✓0C(✓, ✓0)⌧(✓)⌧(✓0) =

1

g
ln t⇥

 
d

dA

Z
A

�1
⇢(✓)⌧(✓)d✓

!2

(61)

While this is known to hold only for a special value of the tunneling amplitude ⌧ in the integrable system, the fact
that the correlations of the density are independent of the tunneling suggests term by term equality. It follows that
(60) should read as well
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a particular solution of which leads to 

now complicated  
functions “determined’’  
by Bethe ansatz 

that’s the conjecture 



Serious analytical checks

•  Keldysh

THE CSS conjecture.

Notes by H. Saleur

1 Keldysh calculations for the BSG model

1.1 Generalities

The generating function

Z(�) = hei�Qi =
1X

n=0

(i�)n

n!
hQni (1)

corresponds to the statistics of charge backscattered in the FQHE problem. � is the backscattering amplitude, V the
voltage, and g the filling fraction.

This can be calculated in the Keldysh formalism by

Z = hT
C

exp


�i

Z

C

dt0V (int)(t0)

�
i (2)

where C is the Keldysh contour, the interaction representation is taken with respect to the free boson Hamiltonian

H0 =

Z
dx

1

2
[(@

x

�)2 +⇧2] (3)

and

V± =
�

2

h
e±ig�/2ei(

p
2⇡g�(0,t)+gV t) + h.c.

i
(4)

(note, this is for the boundary interaction � cos, not 2� cos) and the ± signs correspond to the forward and backwards
contours.

The generating function be expanded, at vanishing temperature

Z(�) = 1 + sin
g�

2

1X
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Z
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0
dt2m
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where the primed sum indicates that
2mX

j=1

�
j

= 0 (6)

and

⌘
j,2m =

2mX

k=j+1

�
k

(7)

This result is obtained formally by turning on brutally the tunneling term at time t = 0, and assuming the system
was prepared in the ground state. One hopes that the leading corrections at large t are no a↵ected by what happened
at small times.

We expand this generating function in powers of � and �:

Z = 1 +
1X

m,n=1

Ẑ(2m)
(n) �2m�n (8)

the tunneling amplitude,  
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corresponds to the statistics of charge backscattered in the FQHE problem. � is the backscattering amplitude, V the
voltage, and g the filling fraction.

This can be calculated in the Keldysh formalism by
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(note, this is for the boundary interaction � cos, not 2� cos) and the ± signs correspond to the forward and backwards
contours.
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and
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This result is obtained formally by turning on brutally the tunneling term at time t = 0, and assuming the system
was prepared in the ground state. One hopes that the leading corrections at large t are no a↵ected by what happened
at small times.

We expand this generating function in powers of � and �:

Z = 1 +
1X

m,n=1

Ẑ(2m)
(n) �2m�n (8)

Leading non trivial order involves four charges 

1.3 The order �4

We are now going to focus on the contributions of order �4 to the expansion of the generating function. This involves
three possible choices of charges, together with their opposites. We write these choices as

(+,+,�,�)

(+,�,+,�)

(+,�,�,+) (26)

We associate with each such choice a basic integral
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Here, we have also used the shorthand
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We can now write
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We now perform some useful manipulations. We take derivative with respect to time of I1:
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We now rewrite the second integral by rewriting the domain of integration
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3 eigV (u1+u2�u3) (31)

This allows us to take again a derivative with respect to t, ending up with the final expression (where we have changed
and reordered the variables for convenience)
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and requires repeated use of stationary phase approximation 
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We now need to determine the large time behavior of these oscillatory integrals. To do so, we write for instance
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And use repeatedly the formula given in A. Erdélyi, “Asymptotic expansions”, Dover, pp49:
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We are only interested in non oscillatory contributions. These occur in I 00
2 and I 00

3 from the region u2 ⇡ 1, u3 ⇡ 0. It
is easy to see there are none in I 00

1 . This is not surprising, as I
00
1 is the only integral appearing in the determination of

the current at this order in �, and we believe that the current only has oscillatory contributions at this order in 1/t.
We are thus left with two integrals. Laborious but straightforward calculations give finally
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where only the terms contributing to the 1/t2 have been explicitly written.
We can now use our asymptotic formula (38) to reexpress
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Meanwhile, we have, from (12), at large times

(Z(2))0 = �i�2 sin
g�

2

�(1� 2g)

(gV )1�2g

h
e�i⇡g sin

⇣g�
2

� ⇡g
⌘
� ei⇡g sin

⇣g�
2

+ ⇡g
⌘i

+ . . . (41)

Keeping only the leading behaviors we see finally that

(Z(4))00 = �2

g

1

t2


d

dV
(Z(2))0

�2
(42)

The conjecture on the other hand is
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before conjecture can be checked (it works).

• Case            : can be mapped onto a Langevin equation formalism  

T 0
B

an(⌫) = (�1)n+1 ⌫
p
⇡�(n⌫)

2�(n)�( 32 + n(⌫ � 1))

I(�) =
1

t

@ ln�

@�

⌫ = 1/2

U = ⇡

⌫ = 1/4

⌫ = 5/2

e⇤HE/e
⇤
LE = 1/4

V > Vc

V < Vc (Vc = 0.374, V = 0.3)

�

� = ⇡

F = lnZ(�, t) ⇡ F̃0t+ F̃1 ln(V t) + . . .

F̃1 =
2

g

 
dF̃0

dV

!2

N0 / t, �2 / ln t

energy / e✓

T 0
B / �1/1�g

g ! 0

1

• Case                              can be analyzed using a determinant formulation and the Fisher Hartwig 
conjecture            
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but there are subtleties near the transition point of the FCS.           



3.3 The limit g ! 0

We now consider the limit g ! 0. In this limit, T 0
B

= 2⇡� and we have, from
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so in this limit, again to leading order in g, we have
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This can be re-summed into
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Meanwhile, recall that the density in the ground state is given by
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It follows that in the limit g ! 0, we can express the density in closed form:
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Meanwhile, recall that the transmission probability is

⌧(✓) =
1

1 + e2(1�g)(✓�✓B)/g
(91)

which becomes a Heavyside function ⌧ = 1, ✓ < ✓
B

, ⌧ = 0 otherwise, in the limit g ! 1. Hence, to leading order in g
we have the current
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It is more interesting however to recall that in the limit g ! 0 we can use a semi-classical description of the
problem, where the transmitted charge obeys the equation

Q̇ = g� sin (gV t� 2⇡Q) (93)

It is easier to use q = g
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• Details on the semi-classical case 

The large time zero frequency behavior of q is obtained by writing the corresponding Fokker Planck equation, leading
to

hq̇i = 0, � � V

2⇡

hq̇i = C, � <
V

2⇡
(95)
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It is possible meanwhile to show that the fluctuations are, in the limit g ! 0, also described by a di↵erential equation
but this time of Langevin type, with a quantum fluctuating force[4]:

Q̇ = g� sin (gV t� 2⇡Q+ ⇠(t)) (99)

The fluctuations of ⇠ are simply given by the Gaussian propagator
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Going to Fourier variables, we get
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a well known result, which provides a check of our normalizations.
To conclude, we observe that, at leading order all the cumulants are zero except for the first one (the current), and

at next order in g, fluctuations are Gaussian: the FCS acquires only one non trivial term, which is the 1/t corrections
to the noise (whose t = 1 expectation value vanishes). Our result is thus equivalent to the general conjecture.
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Langevin equation

Fluctuations are Gaussian and affect only the second cumulant (the shot noise)



• Details on the non-interacting case 

In fact the problem is well under control only for fluctuations in equilibrium
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The leading corrections are determined similarly by versions of the theorem (or Fisher-Hartwig conjectures
[?]) that use singularities of the integrand. The singularities are at ±k
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recovering the bosonized result.
Periodicity is recovered starting from the determinant and using a more sophisticated form of the
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Leading behavior is well known

Corrections are described by Fisher Hartwig conjecture

Abanov, Ivanov, Cheianov
Klich, Levitov, Lesovik

Extension to transport case not so clear, at least for corrections (Hassler et al.) 
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FIG. 4: [Color online] Comparison of the analytical and
numerical results of the leading F̃0 and subleading F̃1 con-
tributions to the CGF of the self-dual interacting RLM. The
numerical results are obtained from fitting the real-time data
in Fig. 3, the analytic expressions are given in the supplemen-
tary material.

the leading finite time corrections are intricately related
to the long-time CGF itself, see Eq. (6). If such a relation
holds more generally, it provides a fantastic possibility
for self-consistency checks within time-dependent simu-
lations. We therefore hope that this Letter stimulates
further work supporting or disproving a more general va-
lidity of (6).

We would like to thank Andreas Komnik, Dmitry
Bagrets, and Dmitry Gutman for insightful discussions.
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[32] M. Vekić and S. R. White, Phys. Rev. Lett. 71, 4283

(1993).
[33] D. Bohr and P. Schmitteckert, Phys. Rev. B75,

241103(R) (2007).
[34] P. Schmitteckert, J. Phys. Conf. Ser. 220, 012022 (2010).
[35] A. Rosch, Eur. Phys. J. B 85, 6 (2012).
[36] M. Moliner and P. Schmitteckert, EPL 96, 10010 (2011)
[37] P. Di Francesco, P. Mathieu and D. Sénéchal, Conformal
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FIG. 4: An example of the measuring time evolution of the real (left panel) and imaginary (right panel) parts of Ḟ (�, tm) for
the self-dual interacting resonant level model at VSD < Vc. The symbols come from a numerical evaluation with system size
M = 240. The solid lines correspond to the series (8) with the coe�cients given in Eqs. (22) and (24), and with the conformal
time substitution (see Appendix A).

FIG. 5: The leading term F̃0 (left) and subleading term F̃1 (right) of the CGF for the interacting resonant level model at a
small bias voltage VSD < Vc. The symbols are obtained by fitting the series (8) to the numerical data, while the solid lines are
plots of the analytic result for F̃0 in Eq. (22) and the result for F̃1 according to the conjecutre, (24). In the real part of F̃1, we
also plot the quadratic approximation (18) to F̃1 – this clearly demonstrates that we see finite time corrections to cumulants
higher than the second.

tween the numerically determined F̃0 and the analytic
result. The incredible thing here is that to obtain the
numerical result, one must extrapolate Ḟ about an order
of magnitude from the finite-time results available. In
other words, for the time scales that can be simulated on
the computer, the result is dominated by the F̃1 contri-
bution – one should carefully read the scale on the axis
of the graphs of F̃0 and F̃1. Looking at the result for the
real part of F̃1, we also see that the numerical data agrees
well with the analytic result (24). This is strong numer-
ical evidence supporting our conjecture that the formula
(16) does indeed hold in the presence of interactions. In
Fig. 5, we have also plotted the quadratic approximation
F̃1 / �2, which is the finite time (frequency) correction

to the shot noise that has been previously discussed in
[31]. From the plot, it is clear that the conjecture (16)
correctly captures the correction to cumulants beyond
this.
We next look at the imaginary part of F̃0,1, also plot-

ted in Fig. 5. Here it is clear that the expression for
F̃0 fits rather well, however it would be di�cult to say
the same for F̃1. There are several issues going on here
though. First, one must again look at the vertical scales
of these graphs. For the imaginary part of Ḟ , the finite
measuring time corrections F̃1 are a very small correc-
tion on top of the long-time limit; as an order of mag-
nitude this is 1% of the signal at tm = 10, and less as
tm increases. Combined with this, there are other con-
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FIG. 2: [Color online] Time evolution of the current following
a charge imbalance quench measured to the left (L) and right
(R) of the resonant level in model (3) with U = 0 and J 0 = 0.2.
The system size here isM = 250 sites. The red and green lines
displaying the large oscillations correspond to homogeneous
leads. The blue and black line corresponds to damped leads
with ⇤ = 0.9, 0.8 in the setup shown in Fig. 1

While this setup proved to be successful for the linear
conductance of the IRLM [33] it turned out to be prob-
lematic for non-equilibrium properties. In [34] it was
shown that in time dependent simulations the exponen-
tially decreased hopping elements lead to an exponen-
tially decreased excitation velocity in the damped region,
resulting into an NRG tsunami: the leads lose the prop-
erty of a nicely behaved bath (see also [35]). In addition,
each link with changed hopping elements acts as an ad-
ditional scatterer leading to an increased backscattering.

In Fig. 2 we show the current as a function of time
following the charge imbalance quench (using the gen-
eral protocol as described above) for the non-interacting
RLM with J 0 = 0.2 in a system with DBC, where the
hopping elements on the last 50 sites of the left and right
leads are decreasing with a factor of ⇤ = 1.0 (homoge-
nous leads), 0.9, and 0.8. The ⇤ = 1 displays the large
Josephson oscillations (JO) as discussed above until the
transit time tT when we see the back reflection of the
hard wall boundaries of the leads. It is worth noting
that for this particular example though, there is a phase
shift of ⇡ between the response left and right of the im-
purity; averaging over these dramatically decreases the
size of the oscillations.

As one may expect, the DBC lead to a decreased
height of the JO. However, the gain is not exponen-
tially large, as we are now at finite voltage VSD = 0.1J ,
while the DBC lead to exponentially enhanced DOS at
the Fermi surface only. One could improve by using a
di↵erent discretization scheme where the enhancement
of the DOS is shifted to energies ±VSD [34]. However
one still faces the problem that each modified bond will
still lead to a back reflection. The transit time for the
DBC systems is decreased compared to the homogeneous
case by 2MD/vc, where MD is the number of modified
bods. Accordingly, we have wiggles appearing shortly
after tT = (M � 2MD)/vc. In principle, by using reflec-

tionless DBC [36] one could avoid these wiggles, however
a reduced transit time remains.
We now say a few words about this issue of transit

time, which places a hard limit on the length of time
one may evolve the system before finite-size e↵ects in-
terfere with the time evolution. Here also, one can min-
imize this disruption (but only in a homogenous lead)
by using a conformal time. In equilibrium, it is well
known how conformal invariance allows one, via a finite
size/temperature transformation, to control the e↵ects of
finite imaginary time [37]. The generalization to out of
equilibrium situations and real time amounts to replacing

tm ! d(tm) =

✓

sin
⇡tm
M/vc

� sin
⇡t0

M/vc

◆

M⇡

vc
, (4)

where t0 is the initial time after quenching the system at
t = 0 until the counting field is switched on at t = t0.
While for times much less than the transit time d(t) ⇡ t,
as one approaches the transit time, the above formula
captures the leading e↵ects of the back-reflection from
the leads remarkably well (despite not being entirely jus-
tified theoretically [38]) – see supplementary material for
examples.
While such consideration shows that there are intimate

connections between finite size and finite time e↵ects,
computer constraints means that one may not always be
able to time evolve the system as long as the transit time
[39]. Furthermore, even if one finds an ideal method that
works in non-equilibrium situations to eliminate the fi-
nite size e↵ects, any real-time numerical simulation will
nevertheless have to be cut o↵ after some finite running
time. We therefore now turn to e↵ects intrinsic to the
finite measuring time of the system, and show that these
may be much larger corrections than any of those directly
due directly to the finite size. To demonstrate this, we
look at the CGF of the FCS as a function of tm.
As mentioned previously, one expects the cumulants

– and by extension the CGF (2) – to grow linearly in
measuring time. As zero temperature, the subleading
corrections are of logarithmic nature [40, 41]

F (�, tm) = F̃0tm + F̃1 ln (VSDtm) + · · ·
=) Ḟ (�, tm) = F̃0 + F̃1/tm + · · · (5)

Formally, this is an expansion of the CGF in the small pa-
rameter (VSDtm)�1. The long measuring time limit, F̃0,
is what is commonly quoted and analyzed as the FCS,
and is given for non-interacting particles (at zero tem-
perature) by the Levitov-Lesovik formula [7, 8].
Here, we conjecture that the leading correction to this,

F̃1, is independent of the quench protocol (i.e. is a true
steady state property), and given in the zero temperature
limit by

F̃1 =
1

⇡

 

dF̃0

dVSD

!2
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V. SUMMARY

To summarise, we have discussed the cumulant gener-
ating function F (�, tm) of full counting statistics, and in
particular the evolution of this function with measuring
time. We demonstrated that the leading corrections to
the long time limit F ⇠ F̃0tm are logarithmic in nature
at zero temperature (8), and have conjectured that the
coe�cient of this subleading term is universally related
to the long time limit via Eq. (15). While we have pre-
sented strong numerical evidence for this conjecture for
one specific model, its more general validity is an open
question. One promising direction in this regard is based
on a Keldysh expansion of the CGF [39].

Another open question which is of great importance for
extrapolating numerical results to longer times is about
the nature of other finite-time corrections to the CGF,
such as the oscillations seen in Fig. 2. While we don’t ex-
pect these to be universal, it is important to understand
their form and origin in order to fit numerical data to ob-
tain reliable results about the long-time limit of strongly
correlated models.

Our numerical test of the conjecture were on the self-
dual interacting resonant level model, (21), where we
further demonstrated that the long-time limit of the
CGF, F̃0, has branch cuts associated with fractionalize
of charge at some critical voltage Vc. We demonstrated
that the CGF at finite times however shows no discon-
tinuities; but does show distinctive features in the time
evolution associated with this critical point; occurring
at times satisfying Eq. (26). We furthermore suggested
that this may have strong implications in the attempted
experimental measurement of fractional charge. Under-
standing the physics at this non-equilibrium critical point
is an open question, and we believe one of the most fasci-
nating future directions in the theoretical study of non-
equilibrium systems.

We thank A. Komnik, D. Bagrets and D. Gutman for
insightful discussions. HS’ work was supported by the
French Agence Nationale pour la Recherche (ANR Projet
2010 Blanc SIMI 4 : DIME) and the US Department of
Energy (grant number DE-FG03-01ER45908).

Appendix A: Real time numerical simulations

To study transport properties in the real time numeri-
cal method [40, 41], one initially finds the ground state of
the system subject to a non-uniform potential of ±VSD/2
on the left (right) lead. This charge imbalance potential
is then quenched o↵ at time t = 0, and the system is
evolved numerically according to the Schrödinger equa-
tion

| (t)i = e�iHt| (0)i. (A1)

By calculating the time evolution of the state, one can
then evaluate the desired operator. In particular, the
protocol by which one can obtain the CGF of FCS by
this method was presented in Ref. 14.
For interacting systems, we numerically evolve the

system using the density matrix renormalization group
(DMRG) [42, 43], while for the noninteracting systems,
we use a much more e�cient method based on single-
particle evolution and slater determinants [21]. How-
ever these particular numerical methods of time evolution
have one thing in common: they all work on systems of
a finite size, M . This means that the leads are not con-
sidered infinite and instead consist of Ma ⇡ M/2 lattice
sites.
There are a number of consequences of evolution on

a system of finite size [15], the most crucial being that
there is a transit time tT = vcM (vc being the Fermi
velocity in the leads) after which the charge imbalance
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Conclusions 

The existence of universal        corrections to the FCS in general seems reasonable

It is related with the logarithmic fluctuations of the charge in one dimension.
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The magical relationship with the FCS itself is probably only true in some integrable cases. 
We haven’t even fully derived it however.

Bifurcation of the FCS is a sign of transition between electrons and Lauglin quasiparticles.
Not sure how it would be affected by non integrable terms.  Case of finite temperature under 
investigation

General question of Yang-Lee zeroes of FCS?


