
Exact overlaps in the 
anisotropic Kondo problem

by H. Saleur 

Work with S. Lukyanov, J.L. Jacobsen and R. Vasseur [Phys. Rev. Lett. 114, 080601 (2015)]	




Figure 1: The geometry for boundary conditions changing operators.

NOTES ON KONDO SCALAR PRODUCTS

by H. Saleur (still full of misprints)

Work by S. Lukyanov and H. Saleur, J.L. Jacobsen and R. Vasseur

1 Introduction and Generalities

It is well known to conformal field theorists that the ground state of Hamiltonians for
conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
of boundary conditions changing operators. For completeness, we briefly recall how this
works.

Suppose we consider the upper half plane with a certain conformal boundary condition
A from �1 to a point x

1

> 0, then another conformal boundary condition B between x
1

and x
2

, then again boundary condition A for x > x
2

. This amounts to having inserted a
pair of boundary condition changing operators O

AB

in x
1

and O
BA

in x
2

. The dimension
of such operators can be obtained by taking the ratio of partition functions with and
without their insertions. Up to non universal extensive factors (boundary free energies),
this ratio goes as

hO
AB

(x
1

)O
BA

(x
2

)i =
1

|x
1

� x
2

|2dAB

(1)

Meanwhile, we can carry out the conformal mapping to the strip w = iL

⇡

ln z. This
gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function
is proportional to the correlation function of the boundary conditions changing operators
in this geometry
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while w
1,2

sit on the imaginary axis in the new geometry. Meanwhile, we can imagine
calculating this two point function via hamiltonian formalism in the open string channel.
At large distance, this two point function is dominated by the contribution from the
ground states with AA resp. AB boundary conditions, and thus we have
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We thus see that, in the open string channel, the ground states with AA and the one with
AB boundary conditions have a scalar product decaying like L�2d

AB , while the di↵erence
in ground state energies is proportionnal to d

AB

. For an infinite half line L ! 1, the
scalar product anishes identically indeed.

While very naturla from the CFT point of view, this result hides a lot of historical
significance, known roughly under the name of Anderson orthogonality catastrophe. In-
deed, what is a priori surprising about the result (3) is that the theories with boundary
conditions AA and AB di↵er only by a ‘perturbation of order unity’ (at the boundary).
One would naively think that perturbation theory should thus be applicable to calculate
the overlap of the ground states, but this is clearly not the case. There are various ways
to understand this. The most profitable physically is probably to think of a system of
non interacting Dirac fermions experiencing di↵erent phase shifts at the boundary, say
� = 0 for A and � 6= 0 for B.Of course, the boundary interaction indeed perturbs only
weakly the one particle wave functions, for which overlaps can perfectly well be calculated
perturbatively, and are finite. The point is, that the overlap of the ground state of the
theories with conformal boundary conditions A and B is the overlap of many particle

states, involving indeed the whole Fermi seas. When the tiny contributions of all the one
particle wave functions are taken into account, the ground states finally change so much
as to become orthogonal. One finds then the classical result for the potential scattering
problem:
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Here, by convention, � is half the phase gathered by the one particle wave functions as
they experience reflection on the boundary. Free and fixed boundary conditions for Dirac
fermions corresponds to � = 0, ⇡

2

respectively, leading to the exponent

d
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Of course, in general, the phase shift for free fermions will depend on the energy. It
is possible to carry out a simple calculation in this non interacting case by writing the
overlap of the ground states as a determinant, and evaluating the leading term. If the
phase shifts in general are given by �

A

, �
B

one finds tht the leading term of this overlap
is given by the excitations near the Fermi surface as
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(Cardy, Affleck Ludwig)

Forgetting about the left boundary condition (fixed in what follows):  we see that 
ground states with different conformal boundary conditions are orthogonal. This is the 
same as the Anderson Orthogonality catastrophe (Anderson 67) using

Calculate the same correlation function in a Hamiltonian formalism (in imaginary time)

• single impurity in 3D gapless + isotropy and reduction to s waves

• giving equivalence to 1 dim quantum Hamiltonian

• and equivalence of impurity fixed point with conformal 	

boundary condition in the 2 dim Euclidian 



Anderson Orthogonality catastrophe (Anderson 67)
has nothing to do with interactions. Can be understood simply for free fermions (Landau Fermi 
liquid) as a collective effect : cumulated phase shift of all the one electron states hidden in the 
Fermi sea. 
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in agreement with earlier formulas. Of course, the large L behavior of the overlap is
entirely dominated by the behavior of the phase shifts at small energy, so we can also
write
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where �f is the shift at the Fermi energy.
We will be interested in this paper in a related but di↵erent problem: the overlap

of ground states of the (anisotropic) Kondo problem with di↵erent values of the Kondo
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fermions, now experiencing a phase shift at the boundary of the form
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where the energy above the Fermi surface is ! = µe✓, µ a free parameter with the dimen-
sions of a mass. We will also define the Kondo temperature (see later) as T

K
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The catastrophe in the (anisotropic) Kondo problem: phase shifts at the Fermi surface 
with and without the Kondo impurity differ by          . The ground states with and 
without the impurity are orthogonal:	

!
!
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 The impurity coupling (the Kondo temperature)  is therefore non perturbative . 



 It is useful to think more about energy scales.  While in general anisotropic Kondo is 
not a one fermion problem, we can think of the particular (Toulouse) anisotropy where it 
is. There, the interaction on the boundary, means the fermions do not see conformal 
boundary conditions and have an energy dependent phase shift:
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(Kondo temperature)
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If both Kondo temperatures are non zero (two different, non zero values of the  Kondo 
coupling), shifts at the Fermi surface are both equal to           so there is a non zero overlap

Figure 1: The geometry for boundary conditions changing operators.
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It is well known to conformal field theorists that the ground state of Hamiltonians for
conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
of boundary conditions changing operators. For completeness, we briefly recall how this
works.

Suppose we consider the upper half plane with a certain conformal boundary condition
A from �1 to a point x
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> 0, then another conformal boundary condition B between x
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and x
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, then again boundary condition A for x > x
2

. This amounts to having inserted a
pair of boundary condition changing operators O
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in x
1

and O
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of such operators can be obtained by taking the ratio of partition functions with and
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this ratio goes as
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Meanwhile, we can carry out the conformal mapping to the strip w = iL
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ln z. This
gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function
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for the corresponding ground states
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Our purpose in this paper is to determine these scalar products exactly, for the most
general case of the anisotropic Kondo problem. Except at a special point described below,
we note that this problem is not free, that is, it cannot be described in terms of simple one
fermion phase shifts. The physics is such that, except at very high and very low energy
(compared with T

K

), fermions typically scatter on the boundary by creating a cloud of
particle antiparticle pairs. Integrability will translate in the existence of another basis of
excitations for which this scattering is diagonal. However, these excitations are not free
anymore, and must be quantized using the Bethe ansatz.

We note that even in the free case, the exact calculation of the overlap requires the
asymptotic evaluation of a determinant

2 The anisotropic Kondo model

The anisotropic Kondo model is usually formulated as a model of three dimensional
spinfull free fermions interacting with a local magnetic impurity in a way that breaks
locally the symmetry from SU(2) to U(1). After a spherical wave decomposition, a point
like impurity is seen to interact only with the s mode, making the problem e↵ectively
one dimensional. Bosonization at low energy shows that the charge degrees of freedom
decouple, while the spin degrees of freedom interact with the impurity, which now sits on

4

In general, and in the scaling limit such a scalar product is a universal function of the 
ratio                 (it is not perturbative in either of these temperatures, and it’s not a one 
electron problem either) 

Figure 1: The geometry for boundary conditions changing operators.
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 Kondo couplings



The set-up
Anisotropic Kondo: 3D spinful Fermi liquid interacting with localized magnetic impurity. 

Spherical waves + reduction to s mode + bosonization + decoupling of the charge 
degrees of freedom + SU(2) interaction broken down to U(1) leaves
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Our purpose in this paper is to determine these scalar products exactly, for the most
general case of the anisotropic Kondo problem. Except at a special point described below,
we note that this problem is not free, that is, it cannot be described in terms of simple one
fermion phase shifts. The physics is such that, except at very high and very low energy
(compared with T

K

), fermions typically scatter on the boundary by creating a cloud of
particle antiparticle pairs. Integrability will translate in the existence of another basis of
excitations for which this scattering is diagonal. However, these excitations are not free
anymore, and must be quantized using the Bethe ansatz.

We note that even in the free case, the exact calculation of the overlap requires the
asymptotic evaluation of a determinant

2 The anisotropic Kondo model

The anisotropic Kondo model is usually formulated as a model of three dimensional
spinfull free fermions interacting with a local magnetic impurity in a way that breaks
locally the symmetry from SU(2) to U(1). After a spherical wave decomposition, a point
like impurity is seen to interact only with the s mode, making the problem e↵ectively
one dimensional. Bosonization at low energy shows that the charge degrees of freedom
decouple, while the spin degrees of freedom interact with the impurity, which now sits on
the ‘boundary’ r = 0 in radial coordinates. The low energy Hamiltonian is then
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Unfolding + canonical transformation 

It is convenient to unfold this problem by extending the definition to the whole real
axis, with left moving bosons for x < 0 transformed into right moving ones for x > 0:
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the basic equal time commutation relations being
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Model (17) is usually what we will call the anisotropic Kondo model, with parameters J?
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Note that now there are some issues concerning the locality of the now chiral perturbation
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generators �±, �z would have to be replaced by more general quantum group generators
(the representations of U
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Compactifying the imaginary time direction on a circle of length 2⇡/T , we can perform

a Wick rotation an consider the free boson quantified now on the circle with boundary
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It is well known to conformal field theorists that the ground state of Hamiltonians for
conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
of boundary conditions changing operators. For completeness, we briefly recall how this
works.

Suppose we consider the upper half plane with a certain conformal boundary condition
A from �1 to a point x

1

> 0, then another conformal boundary condition B between x
1

and x
2

, then again boundary condition A for x > x
2

. This amounts to having inserted a
pair of boundary condition changing operators O

AB

in x
1

and O
BA

in x
2

. The dimension
of such operators can be obtained by taking the ratio of partition functions with and
without their insertions. Up to non universal extensive factors (boundary free energies),
this ratio goes as
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Meanwhile, we can carry out the conformal mapping to the strip w = iL

⇡

ln z. This
gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function
is proportional to the correlation function of the boundary conditions changing operators
in this geometry
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, the phase shift at the Fermi energy will be the usual
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infrared physics, with identical, conformal, boundary conditions. Meanwhile, if we choose
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Figure 2: The geometry for boundary conditions changing operators.

Our purpose in this paper is to determine these scalar products exactly, for the most
general case of the anisotropic Kondo problem. Except at a special point described below,
we note that this problem is not free, that is, it cannot be described in terms of simple one
fermion phase shifts. The physics is such that, except at very high and very low energy
(compared with T

K

), fermions typically scatter on the boundary by creating a cloud of
particle antiparticle pairs. Integrability will translate in the existence of another basis of
excitations for which this scattering is diagonal. However, these excitations are not free
anymore, and must be quantized using the Bethe ansatz.

We note that even in the free case, the exact calculation of the overlap requires the
asymptotic evaluation of a determinant

2 The anisotropic Kondo model

The anisotropic Kondo model is usually formulated as a model of three dimensional
spinfull free fermions interacting with a local magnetic impurity in a way that breaks
locally the symmetry from SU(2) to U(1). After a spherical wave decomposition, a point
like impurity is seen to interact only with the s mode, making the problem e↵ectively
one dimensional. Bosonization at low energy shows that the charge degrees of freedom
decouple, while the spin degrees of freedom interact with the impurity, which now sits on
the ‘boundary’ r = 0 in radial coordinates. The low energy Hamiltonian is then
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Unfolding + canonical transformation 

It is convenient to unfold this problem by extending the definition to the whole real
axis, with left moving bosons for x < 0 transformed into right moving ones for x > 0:
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the basic equal time commutation relations being

[�(x), �(x0)] =
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Model (17) is usually what we will call the anisotropic Kondo model, with parameters J?
and �. It will also be convenient sometimes to transform it back into a model with an
interaction along the z axis with the appropriate canonical transformation:
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Note that now there are some issues concerning the locality of the now chiral perturbation
since for arbitrary � it now has fractional Lorentz spin. This problem can be cured by
introducing a discrete degree of freedom (which can be interpreted as originating from
the zero mode of the initial left moving field), and thus taking the Hamiltonian to be
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with q = ei�
2
/8. This admits a simple generalization of a higher spin impurity, where the

generators �±, �z would have to be replaced by more general quantum group generators
(the representations of U

q

sl(2) and sl(2) coincide for j = 1

2

).
Compactifying the imaginary time direction on a circle of length 2⇡/T , we can perform

a Wick rotation an consider the free boson quantified now on the circle with boundary
conditions �(⌧) + 2⇡/T = �(⌧) + 2⇡P , P the momentum. Inserting the (anisotropic)
Kondo defect now corresponds to introducing the object
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It is well known to conformal field theorists that the ground state of Hamiltonians for
conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
of boundary conditions changing operators. For completeness, we briefly recall how this
works.

Suppose we consider the upper half plane with a certain conformal boundary condition
A from �1 to a point x

1

> 0, then another conformal boundary condition B between x
1

and x
2

, then again boundary condition A for x > x
2

. This amounts to having inserted a
pair of boundary condition changing operators O

AB

in x
1

and O
BA

in x
2

. The dimension
of such operators can be obtained by taking the ratio of partition functions with and
without their insertions. Up to non universal extensive factors (boundary free energies),
this ratio goes as
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Meanwhile, we can carry out the conformal mapping to the strip w = iL

⇡

ln z. This
gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function
is proportional to the correlation function of the boundary conditions changing operators
in this geometry
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Our purpose in this paper is to determine these scalar products exactly, for the most
general case of the anisotropic Kondo problem. Except at a special point described below,
we note that this problem is not free, that is, it cannot be described in terms of simple one
fermion phase shifts. The physics is such that, except at very high and very low energy
(compared with T

K

), fermions typically scatter on the boundary by creating a cloud of
particle antiparticle pairs. Integrability will translate in the existence of another basis of
excitations for which this scattering is diagonal. However, these excitations are not free
anymore, and must be quantized using the Bethe ansatz.

We note that even in the free case, the exact calculation of the overlap requires the
asymptotic evaluation of a determinant

2 The anisotropic Kondo model

The anisotropic Kondo model is usually formulated as a model of three dimensional
spinfull free fermions interacting with a local magnetic impurity in a way that breaks
locally the symmetry from SU(2) to U(1). After a spherical wave decomposition, a point
like impurity is seen to interact only with the s mode, making the problem e↵ectively
one dimensional. Bosonization at low energy shows that the charge degrees of freedom
decouple, while the spin degrees of freedom interact with the impurity, which now sits on

4

This was used to calculate the Loschmidt echo and the work distribution in the Kondo exciton 
problem (Vasseur, Trinh, Haas, Saleur 13)

Some information on                            can then be obtained by resumming the series - not too 
efficient however. 

 Can one get the overlaps directly and exactly?

 In this context the overlap gives access to the probability for the system to remain in 
the ground state after a quench
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In imaginary time, the insertion of the impurity 
can be thought of in terms of a monodromy matrix 
M. It acts on the spin degrees of freedom, and its 
elements are operators acting in the (right moving) 
free boson Hilbert space. (Bazhanov Lukyanov 
Zamolochikov 94)

This is exactly the continuum limit of the six 
vertex model monodromy matrix, in the 
particular case of  a vertical line carrying  a large 
bare rapidity 
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The monodromy matrix can be expressed as 

with q = ei�
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/8. This admits a simple generalization of a higher spin impurity, where the

generators �±, �z would have to be replaced by more general quantum group generators
(the representations of U
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Compactifying the imaginary time direction on a circle of length 2⇡/T , we can perform

a Wick rotation an consider the free boson quantified now on the circle with boundary
conditions �(⌧) + 2⇡/T = �(⌧) + 2⇡P , P the momentum. Inserting the (anisotropic)
Kondo defect now corresponds to introducing the object
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This can be considered as an operator acting on the impurity spin, whose matrix elements
are themselves operators acting on the free bosonic degrees of freedom. This object is
in fact a monodromy matrix with J? a multiplicative spectral parameter. This is inturn
related to the fact that the perturbation of the free boson in (19) is nothing but the right
moving connection for the sine Gordon equation represented as a zero curvature condition.

Indeed, it is well known that the equation

(@2

x

� @2

t

)� +
m2

�
sin(��) = 0 (22)

can be represented as
[@

+

� A
+

, @� � A�] = 0 (23)

where

A
+

=
1

4i

⇥
�(@

x

� + @
t

�)�3 � me✓(e�i��/2�� + ei��/2�+)
⇤

A� =
1

4i

⇥
�(@

x

� � @
t

�)�3 + me�✓(ei��/2�� + e�i��/2�+)
⇤

(24)

and ✓ is the additive spectral parameter, so me✓ / J? becomes multiplicative.
Take now the limit T ! 0 of an infinite system in the imaginary time direction. In

the classical case, it is then known that the monodromy matrix can be represented as
the ratio (in the matrix product sense) of the so called Jost solutions: M(✓) = T (✓)Q(✓).
Like M , T and Q can be considered as acting on the impurity spin with matrix elements
that are operators acting on the free bosonic degrees of freedom. While M propagates
the spin from y = �1 (y the imaginary time) to y = 1, Q propagates from y = �1 to
y = 0 and T from y = 0 to y = 1. In the classical case T and Q are called Jost operators.

Their extension to the quantum case is in principle possible, and has been worked out
in some detail in [?]. The matrix T has the following structure:
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NOTES ON KONDO SCALAR PRODUCTS

by H. Saleur (still full of misprints)

Work by S. Lukyanov and H. Saleur, J.L. Jacobsen and R. Vasseur

1 Introduction and Generalities
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It is well known to conformal field theorists that the ground state of Hamiltonians for
conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
of boundary conditions changing operators. For completeness, we briefly recall how this
works.

Suppose we consider the upper half plane with a certain conformal boundary condition
A from �1 to a point x
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> 0, then another conformal boundary condition B between x
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and x
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, then again boundary condition A for x > x
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. This amounts to having inserted a
pair of boundary condition changing operators O
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. The dimension
of such operators can be obtained by taking the ratio of partition functions with and
without their insertions. Up to non universal extensive factors (boundary free energies),
this ratio goes as
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Meanwhile, we can carry out the conformal mapping to the strip w = iL

⇡

ln z. This
gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function
is proportional to the correlation function of the boundary conditions changing operators
in this geometry
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while w
1,2

sit on the imaginary axis in the new geometry. Meanwhile, we can imagine
calculating this two point function via hamiltonian formalism in the open string channel.
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no anomalous dimension as this is classical  
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The geometry we are interested in is requires splitting the monodromy matrix 
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a Wick rotation an consider the free boson quantified now on the circle with boundary
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This can be considered as an operator acting on the impurity spin, whose matrix elements
are themselves operators acting on the free bosonic degrees of freedom. This object is
in fact a monodromy matrix with J? a multiplicative spectral parameter. This is inturn
related to the fact that the perturbation of the free boson in (19) is nothing but the right
moving connection for the sine Gordon equation represented as a zero curvature condition.
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and ✓ is the additive spectral parameter, so me✓ / J? becomes multiplicative.
Take now the limit T ! 0 of an infinite system in the imaginary time direction. In

the classical case, it is then known that the monodromy matrix can be represented as
the ratio (in the matrix product sense) of the so called Jost solutions: M(✓) = T (✓)Q(✓).
Like M , T and Q can be considered as acting on the impurity spin with matrix elements
that are operators acting on the free bosonic degrees of freedom. While M propagates
the spin from y = �1 (y the imaginary time) to y = 1, Q propagates from y = �1 to
y = 0 and T from y = 0 to y = 1. In the classical case T and Q are called Jost operators.
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Jost solutions

so we need a quantum version of the Jost functions (Lukyanov, Shatashvili 93,94)

lattice vertex operators (Foda Jimbo Miwa)



Note: in order to have T and Q act on the 
same space one needs to turn to radial 
quantization (corner transfer matrix)
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and m is a mass scale whose definition is irrelevant in what follows. We will set
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Meanwhile, the free boson can be described using a description in terms of massless right
moving particles. Parametrizing

e = p = me✓ (35)

the scattering of these particles is given, for the same value of � we have used so far,
exactly by the S matrix S(✓, ⇠). The emergence of two solutions of the Yang Baxter
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where now

we’re interested in objects acting on the spin degrees of freedom, and which are in	

 fact operators acting on the free boson Hilbert space

now there is an anomalous dimension



 Recall that anisotropic Kondo can be studied using massless scattering (massless limit of the 
soliton/antisoliton description of SG) (Faddeed Takhtajan, Andrei, Fendley, Fendley Saleur, Zamo^2...)	
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4 The result

It is by now well understood how the form factors can be calculated via a vertex operator
representation of an ‘extended’ Zamolodchikov Fateev algebra. One of the main relations
is of course
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Corresponding to the T matrix we have similarly Z 0 operators obeying, among others,
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It is natural to interpret the last relation as the scattering of the excitation a through the
defect line carrying the b quantum number, as found earlier in the analysis of the lattice
model. As for the first relation, it arises form the fact that the (anisotropic) Kondo has
a lattice origin, and thus thatthe ‘scattering’ of two such defects should have the lattice
quantum symmetry.

After this lengthy preparatory work, it is natural to try and calculate the scalar product
of ground states by considering the trace of the product of two quantum Jost operators

with di↵erent rapidities. The corresponding expectation value comes out as a byproduct
of the analysis in [?], leading to the following conjecture.
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Meanwhile, the free boson can be described using a description in terms of massless right
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exactly by the S matrix S(✓, ⇠). The emergence of two solutions of the Yang Baxter
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and m is a mass scale whose definition is irrelevant in what follows. We will set
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Meanwhile, the free boson can be described using a description in terms of massless right
moving particles. Parametrizing

e = p = me✓ (35)

the scattering of these particles is given, for the same value of � we have used so far,
exactly by the S matrix S(✓, ⇠). The emergence of two solutions of the Yang Baxter
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It is well known to conformal field theorists that the ground state of Hamiltonians for
conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
of boundary conditions changing operators. For completeness, we briefly recall how this
works.

Suppose we consider the upper half plane with a certain conformal boundary condition
A from �1 to a point x

1

> 0, then another conformal boundary condition B between x
1

and x
2

, then again boundary condition A for x > x
2

. This amounts to having inserted a
pair of boundary condition changing operators O

AB

in x
1

and O
BA

in x
2

. The dimension
of such operators can be obtained by taking the ratio of partition functions with and
without their insertions. Up to non universal extensive factors (boundary free energies),
this ratio goes as

hO
AB

(x
1

)O
BA

(x
2

)i =
1

|x
1

� x
2

|2dAB

(1)

Meanwhile, we can carry out the conformal mapping to the strip w = iL

⇡

ln z. This
gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function
is proportional to the correlation function of the boundary conditions changing operators
in this geometry

hO
AB

(w
1

, w̄
1

)O
BA

(w
2

, w̄
2

)i ⇡
⇣⇡

L

⌘
2d

AB

exp
h
�⇡

L
d
AB

|w
1

� w
2

|
i
, L >> 1 (2)

while w
1,2

sit on the imaginary axis in the new geometry. Meanwhile, we can imagine
calculating this two point function via hamiltonian formalism in the open string channel.
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 (Conjectured) relations for ZF and Joost operators:

 Massless kinks scatter on the Kondo impurity with (Andrei, Fendley)

The ground state is made of real solutions. The full Bethe ansatz involves a collection
of strings depending on �. If we focus only on the equation involving the density of real
solutions and holes, it reads simply

2⇡(⇢
1

+ ⇢h

1

) = s(↵ � ⇤) +
1

N
s(↵ � ↵

0

) � s ? a(n�1)

1

? ⇢h

1

(42)

Defining the Fourier transforms as

f̂(x) =
1

2⇡

Z
f(↵)ei↵nx/⇡d↵ (43)

we have

ŝ =
1

2 cosh x
, a(n�1)

1

=
sinh(n � 2)x

sinh(n � 1)x
(44)

The function s(↵) itself is

s(↵) =
n

2 cosh(n↵/2)
(45)

We see that, if we focus on the region ↵ finite while ⇤ becomes large, the O(1) source
term on the right hand side becomes

s(↵) ⇡ ne�n⇤/2en↵/2

This means the momentum of the (hole) excitations is

p
ph

(↵) = 2e�n⇤/2en↵/2 (46)

and obeys p
ph

= e
ph

so the excitations are massless and right moving. We parametrize

e = p = me✓ (47)

so the mass parameters is proportional to e�n⇤/2, and the physical rapidity is

✓ =
n↵

2
(48)

The term proportional to ⇢h

1

in the rhs of the Bethe equations corresponds to the soliton-
soliton scattering in the sine Gordon model with the amplitude

�i ln S
++

(✓) = �
Z

dx

x

sinh(n � 2)x

2 cosh x sinh(n � 1)x
sin

2

⇡
x✓ (49)

which is also the R-R scattering in the massless limit. The term of order 1

N

then describes
scattering through an impurity, with a pure phase shift given by

R(✓) = itanh

✓
✓ � ✓

0

2
� i⇡

4

◆
(50)

Note: in fact, the lattice analysis only gives access to 1

i

d

d✓

of the logarithm of the S matrix
elements. These can therefore be reconstructed up to a phase, which has to be chosen
using consistency arguments. In (50) the parameter ✓

0

is given by

✓
0

=
n↵

0

2
(51)
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Meanwhile, the lattice R matrix has q as a quantum group symmetric parameters, which
means that

r++

++

(u) = r(u)

r+�
+�(u) = �r(u)

sin u

sin(� � u)
= �r(u)

sinh iu

sinh(i� � iu)

r�+

+�(✓) = r(u)
sinh i�

sinh(i� � iu)
(58)

We also have u = �i↵
2

, so we can rewrite

r++

++

(↵) = r(↵)

r+�
+�(↵) = �r(↵)

sinh ↵/2

sinh(i� � ↵/2)

r�+

+�(↵) = r(↵)
sinh i�

sinh(i� � ↵/2)
(59)

In terms of the rapidity ✓ = n↵

2

we thus have the formula, since � = ⇡

n

= ⇡

⇠+1

r++

++

(✓) = r(✓)

r+�
+�(✓) = �r(✓)

sinh ✓

⇠+1

sinh i⇡�✓

⇠+1

r�+

+�(↵) = r(✓)
sinh i⇡

⇠+1

sinh i⇡�✓

⇠+1

(60)

4 The result

It is by now well understood how the form factors can be calculated via a vertex operator
representation of an ‘extended’ Zamolodchikov Fateev algebra. One of the main relations
is of course
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) (61)
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Corresponding to the T matrix we have similarly Z 0 operators obeying, among others,
the relations
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)
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✓
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1

� ✓
2

2
� i⇡

4

◆
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b
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2

)Z
a

(✓
1

) (63)

T
K

= me✓0 (64)

It is natural to interpret the last relation as the scattering of the excitation a through the
defect line carrying the b quantum number, as found earlier in the analysis of the lattice

11

model. As for the first relation, it arises form the fact that the (anisotropic) Kondo has
a lattice origin, and thus thatthe ‘scattering’ of two such defects should have the lattice
quantum symmetry.
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After this lengthy preparatory work, it is natural to try and calculate the scalar product
of ground states by considering the trace of the product of two quantum Jost operators

with di↵erent rapidities. The corresponding expectation value comes out as a byproduct
of the analysis in [?], leading to the following conjecture.

Define first

G0(✓) = exp

"
�
Z 1

0

dt

t

sinh2 t(1 � i✓

⇡

)

sinh 2t cosh t

sinh t⇠

sinh t(⇠ + 1)

#
(66)

where as usual
⇠

⇠ + 1
⌘ �2

8⇡
(67)

is the dimension of the boundary perturbation in the anisotropic Kondo model. Define
also the quantity

F (✓
12

) ⌘ hT±(✓
1

)T⌥(✓
2

)i = (1 + ⇠)
sinh ✓12+i⇡

2(1+⇠)

sinh ✓12+i⇡

2

G0(✓
12

) (68)

This quantity is normalized such that

F (�i⇡) = hT±(✓)T⌥(✓ + i⇡)i = 1 (69)

Consider now the anisotropic Kondo model for this value of �, and a coupling leading
to a characteristic crossover scale (Kondo temperature) T

K

. Imagine we consider the
(normalized) ground state of two such models for di↵erent values of T

K

. It is clear on

general grounds that one expects their scalar product to be a function of T (1)

K

/T (2)

K

. A
reasonable conjecture based on the interpretation of F in angular quantization is

Conjecture:

T

(2)
K

hvac|vaci
T

(1)
K

= F (✓
12

� i⇡), e✓21 = T (2)

k

/T (1)

K

(70)

Obviously, G0(0) = 1, which is an important condition to satisfy. Moreover, at large ✓ we
find easily

G0(✓ � i⇡) ⇡ exp


⇠

4(⇠ + 1)
✓

�
, ✓ ! 1 (71)

so

F (✓ � i⇡) ⇡ exp


� ⇠

4(⇠ + 1)
✓

�
(72)
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impurity scattering 

The lattice scattering matrix 

Meanwhile, the lattice R matrix has q as a quantum group symmetric parameters, which
means that
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We also have u = �i↵
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, so we can rewrite

r++
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+�(↵) = �r(↵)

sinh ↵/2

sinh(i� � ↵/2)

r�+

+�(↵) = r(↵)
sinh i�

sinh(i� � ↵/2)
(59)

In terms of the rapidity ✓ = n↵
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we thus have the formula, since � = ⇡
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4 The result

It is by now well understood how the form factors can be calculated via a vertex operator
representation of an ‘extended’ Zamolodchikov Fateev algebra. One of the main relations
is of course
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It is well known to conformal field theorists that the ground state of Hamiltonians for
conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
of boundary conditions changing operators. For completeness, we briefly recall how this
works.

Suppose we consider the upper half plane with a certain conformal boundary condition
A from �1 to a point x

1

> 0, then another conformal boundary condition B between x
1

and x
2

, then again boundary condition A for x > x
2

. This amounts to having inserted a
pair of boundary condition changing operators O

AB

in x
1

and O
BA

in x
2

. The dimension
of such operators can be obtained by taking the ratio of partition functions with and
without their insertions. Up to non universal extensive factors (boundary free energies),
this ratio goes as

hO
AB

(x
1

)O
BA

(x
2

)i =
1

|x
1

� x
2

|2dAB

(1)

Meanwhile, we can carry out the conformal mapping to the strip w = iL

⇡

ln z. This
gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function
is proportional to the correlation function of the boundary conditions changing operators
in this geometry
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(w
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(w
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)i ⇡
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exp
h
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L
d
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|w
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� w
2

|
i
, L >> 1 (2)

while w
1,2

sit on the imaginary axis in the new geometry. Meanwhile, we can imagine
calculating this two point function via hamiltonian formalism in the open string channel.
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quantum su(2) symmetry with 

Meanwhile, the lattice R matrix has q as a quantum group symmetric parameters, which
means that

r++

++

(u) = r(u)
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sin u
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= �r(u)

sinh iu

sinh(i� � iu)
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sinh i�

sinh(i� � iu)
(58)

We also have u = �i↵
2

, so we can rewrite

r++
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(↵) = r(↵)
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+�(↵) = �r(↵)

sinh ↵/2
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(59)

In terms of the rapidity ✓ = n↵

2

we thus have the formula, since � = ⇡
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4 The result

It is by now well understood how the form factors can be calculated via a vertex operator
representation of an ‘extended’ Zamolodchikov Fateev algebra. One of the main relations
is of course
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Note: it does not depend on the (Kondo) anisotropy!

we treat impurities just like one more type of particle; the Kondo coupling is traded for a ‘rapidity’
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It is well known to conformal field theorists that the ground state of Hamiltonians for
conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
of boundary conditions changing operators. For completeness, we briefly recall how this
works.

Suppose we consider the upper half plane with a certain conformal boundary condition
A from �1 to a point x

1

> 0, then another conformal boundary condition B between x
1

and x
2

, then again boundary condition A for x > x
2

. This amounts to having inserted a
pair of boundary condition changing operators O

AB

in x
1

and O
BA

in x
2

. The dimension
of such operators can be obtained by taking the ratio of partition functions with and
without their insertions. Up to non universal extensive factors (boundary free energies),
this ratio goes as
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Meanwhile, we can carry out the conformal mapping to the strip w = iL

⇡

ln z. This
gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function
is proportional to the correlation function of the boundary conditions changing operators
in this geometry
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while w
1,2

sit on the imaginary axis in the new geometry. Meanwhile, we can imagine
calculating this two point function via hamiltonian formalism in the open string channel.
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conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
of boundary conditions changing operators. For completeness, we briefly recall how this
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gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function
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 The  ZF and Joost operators have different quantum group symmetries 

This means the momentum of the (hole) excitations is

p
ph

(↵) = 2e�n⇤/2en↵/2 (45)
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Here, the “incidence matrix” N
jk

is defined by the usual diagram

� +
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.

/
1 2 k n � 3
�——�– – – –�– – –�——� n � 2
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like the  SG S matrices and the 6 vertex R matrices. Can be seen from the TBA (             )
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conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
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> 0, then another conformal boundary condition B between x
1

and x
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, then again boundary condition A for x > x
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. This amounts to having inserted a
pair of boundary condition changing operators O
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. The dimension
of such operators can be obtained by taking the ratio of partition functions with and
without their insertions. Up to non universal extensive factors (boundary free energies),
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Figure 1: The geometry for boundary conditions changing operators.

Meanwhile, we can carry out the conformal mapping to the strip w = iL
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gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function
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and

dimension of the boundary 
condition changing operator 
from weak to strong coupling 
Kondo fixed point
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Work by S. Lukyanov and H. Saleur, J.L. Jacobsen and R. Vasseur

1 Introduction and Generalities

It is well known to conformal field theorists that the ground state of Hamiltonians for
conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
of boundary conditions changing operators. For completeness, we briefly recall how this
works.

Suppose we consider the upper half plane with a certain conformal boundary condition
A from �1 to a point x

1

> 0, then another conformal boundary condition B between x
1

and x
2

, then again boundary condition A for x > x
2

. This amounts to having inserted a
pair of boundary condition changing operators O

AB

in x
1

and O
BA

in x
2

. The dimension
of such operators can be obtained by taking the ratio of partition functions with and
without their insertions. Up to non universal extensive factors (boundary free energies),
this ratio goes as
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Figure 1: The geometry for boundary conditions changing operators.

Meanwhile, we can carry out the conformal mapping to the strip w = iL

⇡

ln z. This
gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function

1
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“minimal” soliton soliton form factor, 	

but for a renormalized SG coupling!



 Perturbative calculations require both Kondo couplings to be non zero to avoid the catastrophe. 	

!
The expansion variable is then               requiring knowledge of correlation functions for non zero 
Kondo coupling to start with! 
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For the isotropic Kondo case, we recover the dimension of the j = 1
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SU(2) primary. For
�2 = 4⇡ we recover twice the dimension of the spin in the Ising model.
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Can be done in the free fermion case where 	

the calculation can be reformulated in terms 	

of an Ising model with two different boundary 	

fields. The scalar product is essentially the term 	

of order one in L for the partition function	
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To make progress towards checking the conjecture we consider the case �2 = 4⇡, ⇠ = 1.
We use the fact that the anisotropic Kondo model is then equivalent to two decoupled
Ising models, each with the same boundary magnetic field. The scalar product we are
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Can also be done in the semiclassical case 

This result is also compatible with other (form factors) approaches, and has also been
checked carefully against numerics. Meanwhile, we have
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in agreement with the expansion.
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. This result can be recovered by a semi-classical analysis. To do this,
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is not convenient, since a calcualtion at small � requires expansion of the exponentials,
and use of the commutation relations. It is easier to go use the equivalent form to get 1
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At zero order in �, the ground state of the system is simply obtained by projecting on
�
1

= �1. The first non trivial contribution is at order �2, with a pair of insertions of the
derivative @

t

�(0). This is also discussed in the appendix.

5 Numerical checks

We have performed checks for two models, corresponding respectively to �2 = 4⇡ and
�2 = 2⇡. The results are summarized in the following two figures:

6 Appendix: perturbative calculation for Ising

We consider the boundary Ising model, with action as given in Ghoshal Zamolodchikov
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There is an extra

1
2 in the last term, since the integral over momentum ⇧ goes only over half the real axis, picking up

half the delta function when commuting with the field �.
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 Numerics: difficult because scalar product evolves slowly, and finite size effects are very big (bare 
coupling must be very small, but Kondo length much smaller than system size!)
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Figure 3: Numerical calculation of the overlap and comparison with the exact formula for h = 1/2.

Figure 4: Numerical calculation of the overlap and comparison with the exact formula for h = 1/4.
Length of the system in this case is L = 800.
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Other overlaps: Form factors for ‘BC 
changing operators’  

 Follow by ‘ordinary axiomatic approach’

vacuum

vacuum

Eg leading diagram for Loschmidt echo:

leading to work distribution etc.

Figure 1: The geometry for boundary conditions changing operators.
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It is well known to conformal field theorists that the ground state of Hamiltonians for
conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
of boundary conditions changing operators. For completeness, we briefly recall how this
works.

Suppose we consider the upper half plane with a certain conformal boundary condition
A from �1 to a point x

1

> 0, then another conformal boundary condition B between x
1

and x
2

, then again boundary condition A for x > x
2

. This amounts to having inserted a
pair of boundary condition changing operators O

AB

in x
1

and O
BA

in x
2

. The dimension
of such operators can be obtained by taking the ratio of partition functions with and
without their insertions. Up to non universal extensive factors (boundary free energies),
this ratio goes as
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Meanwhile, we can carry out the conformal mapping to the strip w = iL

⇡

ln z. This
gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function

1



 Note that the ratios are well defined in the conformal limit, even if scalar products all vanish. 
Example at the Toulouse point (Ising model) 
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Meanwhile, we can carry out the conformal mapping to the strip w = iL
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ln z. This
gives a geometry where the left hand side carries boundary condition A, while on the
right hand side we have alternatively boundary conditions A,B,A. The partition function
is proportional to the correlation function of the boundary conditions changing operators
in this geometry
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so a naive check of unitarity (say) leads to 
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0 infinity

 In general the approach remains plagued by IR divergences: Anderson catastrophe strikes back!



For instance the Loschmidt echo (in imaginary time) for a quench at the Toulouse point will involve 
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can be calculated by writing it as 
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known from FF axioms

IR divergences can be subtracted 	

by simultaneous expansion of numerator 	

and denominator

leading to (Vasseur et al. 2013)
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Supplementary material

In this supplementary material, we provide more de-
tails regarding the FF calculations. The problem is to
compute the Ising matrix elements ∣ ℎ!

⟨!1, . . . , !"∣Ω⟩0 ∣2
in the expansion
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Those matrix elements were computed exactly for an ar-
bitrary change of BC from fixed boundary magnetic field
ℎ% to ℎ& in [13, 14]. In the case ℎ%ℎ& > 0, fermions are
created by pairs, whereas the case ℎ%ℎ& < 0 requires an
additional particle to account for the presence of a do-
main wall. The intermediate case we consider here is
ℎ%ℎ& = 0 (free BC corresponds to ℎ% = 0), and it allows
for an arbitrary number of fermions. We will start from
the case ℎ%ℎ& > 0, the FF of the corresponding BCC
operator read
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where ∣Ω⟩ℎ is the vacuum of the theory with boundary
magnetic field ℎ, ,% = ℎ2% = e)$ , ,& = ℎ2& = e)! , and !#
is the rapidity of the -th particle. The function ∣Φ(!#)∣2

has the following integral representation
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In order to describe free boundary conditions, we should
take the limit !% → −∞. We find
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with / = e) , and Ψ(/) is the kernel used the main text
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Using this function, the FF for our case ℎ%ℎ& = 0 can be
expressed as
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where /# = e)" . We also recall that ∣Ω⟩0 is the vacuum
of the theory for free BC. In terms of these FF, the ex-
pansion (6) becomes
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If we plug (11) into this expression, we find that the
integrals diverge at low energy /# = e)" → 0. However,
the ratio can be regularized via a formal expansion of the
inverse denominator and proper regrouping of the terms.
This is similar to the trick used in [24]. We find the
well-defined expression
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where we recall that 0 = %,&. Note that these IR
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where 

 This converges also in real time, giving access eg to the Loschmidt echo for a  sudden  quench in 
the RLM

Boundary problem and Form factors Equilibrium physics of the RLM

Let !± = 1
! ("1!1 ± "2!2) with "2 = "2

1 + "2
2 . Then !− decouples and the

remaining dynamics is encoded in

HRLM = −ivF

∫ +∞

−∞

dx!†
+∂x!+ + "(!†

+(0)d + d†!+(0))

Related to anisotropic Kondo at the Toulouse point, to the boundary Ising model,
and to an impurity in a Luttinger liquid with g = 1

2 .

Relevant boundary interaction Δ = 1
2

⇒ Energy scale : hybridization temperature Tb = 1
2"

1

1−Δ = !2

2
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NOTES ON KONDO SCALAR PRODUCTS

Work by S. Lukyanov and H. Saleur, J.L. Jacobsen and R. Vasseur

1 Introduction and Generalities
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It is well known to conformal field theorists that the ground state of Hamiltonians for
conformal field theories defined on the half infinite line with di↵erent conformal boundary
conditions at the origin are orthogonal. This is well understood within the framework
of boundary conditions changing operators. For completeness, we briefly recall how this
works.

Suppose we consider the upper half plane with a certain conformal boundary condition
A from �1 to a point x

1

> 0, then another conformal boundary condition B between x
1

and x
2

, then again boundary condition A for x > x
2

. This amounts to having inserted a
pair of boundary condition changing operators OAB in x

1

and OBA in x
2

. The dimension
of such operators can be obtained by taking the ratio of partition functions with and
without their insertions. Up to non universal extensive factors (boundary free energies),
this ratio goes as

hOAB(x
1

)OBA(x
2

)i =
1

|x
1

� x
2

|2dAB

(1)

Figure 1: The geometry for boundary conditions changing operators.

1

at large times follows from CFT (orthogonality exponent again)

the work distribution then has a bump around the Kondo temperature (Tureci et al. 2011)

quenched tunneling amplitude, which is the same 
as the bare Kondo coupling 



Results Analytical results

−3 −2 −1 0 1 2 3
−0.5

0

0.5

1

x = τ′ 2 t 

 

 
Form Factors
τ′=0.08
τ′=0.12
τ′=0.16
τ′=0.20

Im G(t)

Re G(t)

10−4 10−3 10−2 10−1 100 101

10−2

10−1

100

101

102

(W − δ E)/Tb 

T b P
(W

) 

−4 −2 0 2 4
0

1

2

3

Tb

w(δ/π)2−1

Fourier transform = P(W )

Power-law singularity at W = 0 (smeared at finite T)
≡ Anderson orthogonality catastrophe

P(W ) ∝
W≪Tb

1
Tb

!(W )

(

Tb

W

)3/4

Crossover energy scale Tb

Romain Vasseur (CEA) Crossovers in quantum quenches USC

Results Analytical results

−3 −2 −1 0 1 2 3
−0.5

0

0.5

1

x = τ′ 2 t 

 

 
Form Factors
τ′=0.08
τ′=0.12
τ′=0.16
τ′=0.20

Im G(t)

Re G(t)

10−4 10−3 10−2 10−1 100 101

10−2

10−1

100

101

102

(W − δ E)/Tb 

T b P
(W

) 

−4 −2 0 2 4
0

1

2

3

Tb

w(δ/π)2−1

Fourier transform = P(W )

Power-law singularity at W = 0 (smeared at finite T)
≡ Anderson orthogonality catastrophe

P(W ) ∝
W≪Tb

1
Tb

!(W )

(

Tb

W

)3/4

Crossover energy scale Tb

Romain Vasseur (CEA) Crossovers in quantum quenches USC

Power law singularity at small W



Conclusion

 While a lot of things are possible, things are not particularly pretty in general.

 The overlap of ground states is an intriguing exception. Hints at more structure (differential 
equations), bypassing the Bethe ansatz.

 This kind of approach starts from excitations over the physical vacuum, ie a vacuum filled with 	

a large number of particles.  Alternative approaches start from bare vacuum - better suited to 
different problems (N. Andrei)


