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 Motivations and apologies

 There’s a bunch of physics problems which can be reformulated in terms of ‘non 
hermitian’ quantum mechanics in 1+1 dimensions. In gapless, relativistic invariant  cases, 
the long distance limit gives rise to LCFTs. 

 A vast class of examples corresponds to spin chains on supergroups, or q-deformations 
thereof.

 In many cases, non-unitarity can be traced back to a mild non-locality. But the latter is 
not essential. Superspin chains are perfectly local.

 The idea of the algebraic associative approach [Read Saleur, Pearce Rasmussen Zuber] 
is to tackle the difficulty of LCFTs using finite dimensional lattices. It is perfectly 
reasonable physically since the only good way to define strongly interacting field theories 
is via lattice regularizations anyhow. 

 The algebraic approach encounters terrible obstacles. The bulk case is still in its infancy 
[Gainutdinov Read Saleur Vasseur 15].  All the nice fusion calculations have provided… 
no concrete  result whatsoever (in terms of calculating something useful, that is 
measurable)

so we shall dirty our hands!!!

and this talk will be very non mathematical



 The ordinary Liouville CFT
 One of the simplest examples of non rational, unitary CFT [Zamolodchikov^2, 

Teschner, Dorn Otto]
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Figure 4: The function a0,0 (✓).
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Assuming that the a
n,k

(✓) are analytical functions, it follows from (26) that
these functions for fixed k are analytical continuations of each other:

a
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(✓) = a0,k

(✓ + 2⇡n) (29)

It also follows from (26) that:

a�n,k

(✓) = a
n,k

(�✓) (30)

By calculating the asymptotic expansions of the exact evaluations of D (L, ✓)
for ✓ a multiple of ⇡/3 given in Table 3, it is possible to obtain exact values
for function a0,0 (✓) at those values of ✓ for both even and odd L. In appendix
A we present a simple method to obtain the expansions. In Table 4 we have
listed the exact values for function a0,0 (✓). We have also numerically computed
this function for many values in the interval 0  ✓  2⇡. A graph of a0,0 (✓)
is shown in figure 4. We can see from Table 4 that for odd L the amplitude

for ✓ a multiple of ⇡/3 except ⇡ is
p

3
2 cos(✓/2) times the amplitude for even L.

Numerical computations appear to indicate that this relation holds for all ✓. If
this is indeed the case then it follows from (16) and (54) that the determinant
D (L, ✓) has the same asymptotic behavior for even and odd L.
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Figure 13: The result from Nienhuis Mitra

the partition function is the sum over all sectors where non contractible loops have weight n 2 [�2, 2]. We
can calculate this partition function using the idea of generalized minimal models. For p, p0 arbitrary, we
have non contractible loops taking all values 2 cos r⇡

p

0 , r = 1, . . . , p0 � 1. If we let p, p0 ! 1, p/p0 ! m/m0,
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The subtraction, like at c = 1, is probably not there in the ‘pure loop model’, whose partition function
becomes simply the one of a free non-compact boson.

We can recover this result if we use the formalism to calculate the one point function of the identity
operator. In this case indeed, ↵ = 0 and one finds that all the R
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(↵) vanish because of the term Q
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which is exactly the non-compact boson partition function.
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+ curvature terms, e.g. on Riemann sphere  
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with

exactly marginal

 Region most studied is               so b is real
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 The three point function (the DOZZ formula)
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Note that the integral definition of ⌥ converges only if |Q � 2x| < Q so 0 < x < Q. Otherwise, the
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for ✓ a multiple of ⇡/3 given in Table 3, it is possible to obtain exact values
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listed the exact values for function a0,0 (✓). We have also numerically computed
this function for many values in the interval 0  ✓  2⇡. A graph of a0,0 (✓)
is shown in figure 4. We can see from Table 4 that for odd L the amplitude

for ✓ a multiple of ⇡/3 except ⇡ is
p

3
2 cos(✓/2) times the amplitude for even L.

Numerical computations appear to indicate that this relation holds for all ✓. If
this is indeed the case then it follows from (16) and (54) that the determinant
D (L, ✓) has the same asymptotic behavior for even and odd L.

9

Figure 13: The result from Nienhuis Mitra

the partition function is the sum over all sectors where non contractible loops have weight n 2 [�2, 2]. We
can calculate this partition function using the idea of generalized minimal models. For p, p0 arbitrary, we
have non contractible loops taking all values 2 cos r⇡

p

0 , r = 1, . . . , p0 � 1. If we let p, p0 ! 1, p/p0 ! m/m0,
we will get bulk looks of weight 2 cos p

p

0 ! 2 cos m

m

0 , and a partition function limit of the minimal model
partition function, which we know to be

Z
min

=
1

2
[Z

c

(p/p0, p0) � Z
c

(p/p0, 1)] (11.5)

The subtraction, like at c = 1, is probably not there in the ‘pure loop model’, whose partition function
becomes simply the one of a free non-compact boson.

We can recover this result if we use the formalism to calculate the one point function of the identity
operator. In this case indeed, ↵ = 0 and one finds that all the R

mn

(↵) vanish because of the term Q

2 �↵�1,�1.

Hence H(�)
0 (q) = 1. Meanwhile, for c  1, the three point function is unity when two charges are equal. It

follows that

hIi =

Z
dP

�����
qP

2

eta

�����

2

(11.6)

which is exactly the non-compact boson partition function.

12 Eqs. for talks

L =
1

4⇡
(@

a

�)2 + µe2b�

Q = b +
1

b
T = �(@�)2 + Q@2�

c = 1 + 6Q2

�(z, z̄) ⇠ �Q ln(zz̄), |z| ! 1
c � 25

V
↵

= e2↵�(z,z̄)

� = ↵(Q � ↵)

↵ =
Q

2
+ iP, � =

Q2

4
+ P 2

⌥ ⌘ ⌥
b

↵3
12 ⌘ ↵1 + ↵2 � ↵3 etc
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•The formula works outside the spectrum
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with R the reflection amplitude 
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are known expressions



 The three point function is remarkable because it exists outside the naive domain 

where Dotsenko Fateev screening is possible  
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In fact the DF correlators occur as poles of the function C when the resonance 	

conditions are met.

 So far ‘ordinary Liouville’ hasn’t found statistical mechanics applications (except maybe 
[Kogan Mudry Tsvelik 95]). In particular, no spin chain is known whose continuum limit 
would be ordinary Liouville.



 Analytic continuations of Liouville 
 There’s a variety of reasons to explore regions with b an arbitrary complex number 

[Harlow, Maltz,Witten 2011]

 Of particular interest is the region b purely imaginary
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NOTES ON TIME LIKE LIOUVILLE AND LOOP MODELS

by H. Saleur

1 Preliminaries

The ordinary Liouville theory has action (Euclidian action)

A
L

=
1

4⇡

Z
[(@

µ

�)2 + QR� + 4⇡µe2b�]d2x (1.1)

The vertex operators are of the form e2↵� (note the 2 in the normalization), with dimension � = ↵(Q � ↵),
where Q = b + b�1. The central charge is c = 1 + 6Q2. Normalizable fields correspond to ↵ = Q

2 + ip.
Time like Liouville arises when one wants to think of � as a time coordinate, for which the Minkowski

metric has a negative sign. Thus

A
tlL

=
1

4⇡

Z
[�(@

µ

�̂)2 � Q̂R�̂ + 4⇡µe2b̂�̂]d2x (1.2)

This is usually preferred - because of the apparent unitarity of the theory, and even though the negative
sign of the kinetic term makes the functional integral sick - to the version obtained by Wick rotation setting
b = �ib̂, � = i�̂ and Q = iQ̂, which one may call “imaginary or non unitary Liouville”

A
iL

=
1

4⇡

Z
[(@

µ

�)2 + QR� + 4⇡µe�2ib̂�]d2x (1.3)

where now Q = i(b̂�1 � b̂). This theory is in general non unitary indeed. We have now

c = 1 � 6Q̂2 (1.4)

and Q̂ = b̂�1 � b̂. Since Q is imaginary, we now need ↵ imaginary to have real conformal weights. The
observables are thus now e2i↵̂� with

� = ↵̂(↵̂ � Q̂) (1.5)

Note that ↵̂ = Q̂

2 + p, or ↵ = iQ̂

2 + ip: while b and Q are made imaginary, the momentum remain real .The

good vertex operators are e(iQ̂+2ip)� while they were e(Q+2ip)� in ordinary Liouville.
A note on terminology: a CFT is ‘space like’ if the dimensions of (primary) fields belong to a set that is

bounded from below (does not include �1). A CFT is time like if the the set is not bounded from below.
The whole spectrum is bounded neither from above nor below in a time like theory. By time like Liouville,
one usually means a theory where the vertex operators would have imaginary momentum, with conformal
weights � = �p2 � Q

2

4 .

2 Remarks on ordinary Liouville

A crucial aspect for the following is that the two point function is only well defined for normalizable states,
for which the following holds:

hV
↵2(z2)V↵1(z1)i = lim

↵3!0
hV

↵3(z3)V↵2(z2)V↵1(z1)i =
2⇡�(p1 + p2) + R

L

(↵1)2⇡�(p1 � p2)

(z12z̄12)2h1
(2.1)

with the key reflection amplitude

R
L

(↵) = (⇡µ�(b2))(Q�2↵)/b

�(2↵b � b2)

b2�(2 � 2↵b�1 + b�2)
(2.2)

1

and
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↵
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i

↵
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= Q � nb � mb�1

b = �ib̂, Q = i(b̂�1 � b̂) ⌘ iQ̂

L =
1

4⇡
(@

a

�)2 + µe�2ib̂�

V
↵̂

= e2i↵̂�, ↵̂ =
Q̂

2
+ p

� = ↵̂(↵̂ � Q̂) = p2 � Q̂2

4
, preal
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Note: the case p purely imaginary is usually referred to as time-like Liouville. 

 The three point coupling admits analytic continuation in the complex b-plane but not 
to b purely imaginary 



 There is ‘another formula’  for b purely imaginary [Kostov Petkova, Zamolochikov, 
Schomerus]

Note: in Virasoro theory, one introduces

↵± =

p
1 � c ± p

25 � cp
24

(2.12)

so that c = 1 � 6(↵+ + ↵�)2. The degenerate values of the conformal weights correspond to

h
rs

=
c � 1

24
+

1

4
(r↵+ + s↵�)2, r, s 2 Z

>0 (2.13)

In Liouville one finds ↵± = ib(resp.ib�1). This corresponds to a set

Q

2
� ↵ =

rb + sb�1

2
, ↵ =

(1 � r)b + (1 � s)b�1

2
, r, s 2 Z

>0 (2.14)

which is identical with (2.8). The other set is obtained by the symmetry ↵ ! Q � ↵. It leads to

↵ =
(1 + r)b + (1 + s)b�1

2
(2.15)

which can be parametrized similarly, only with r, s 2 Z
<0. This di↵ers slightly from (2.9), since here r, s > 0

while there they are � 0. Meanwhile, in 1307.6866 we find the degenerate values (again, for Liouville)

↵ = �nb

2
� n0

2b
, n, n0 2 Z�0

This is exactly (2.8,2.14). These values are also referred to as ↵ = �j
i

b � j0
i

b�1 with 2j
i

2 Z�0, once again
the same set. I don’t know why in this reference the set Q � ↵ is not mentioned.

Note the comment: “in Liouville theory, fields with degenerate weights satisfy additional null vector
decoupling equations”. For the set (2.8), there is a null descendent at level rs.

I note meanwhile that the three point couplings involve the function ⌥
b

(2↵). From the properties of this
function, we deduce that the degenerate values occur for 2↵ = �mb � n/b and 2↵ = (m + 1)b + (n + 1)/b.
The bizarre thing is that this set is not invariant under ↵ ! Q � ↵. Of course, the three point coupling is
not invariant under this either, since changing ↵ into Q � ↵ leads to a reflection amplitude term.

3 Time like Liouville

In time like Liouville, the function ⌥
b̂

appears, which is defined exactly like this one, with b ! b̂, and thus

a “Q00 = b̂ + b̂�1 (we will use sometimes the notation q̂ = b̂ + b̂�1) . Sometimes, b̂ is denoted �.
The three point function is given in terms of the function ⌥

b̂

, which we will simple denote by ⌥ in the
following. There are various results in the literature. Zamolodchikov gives (this is what we will use in the
sequel)

Ĉ
Z

(↵̂1, ↵̂2, ↵̂3) ⌘ Ĉ = A
b̂

⌥(b̂ + ↵̂2
13)⌥(b̂ + ↵̂1

23)⌥(b̂ + ↵̂3
12)⌥(b̂ � Q̂ + ↵̂123)

hQ3
i=1 ⌥(b̂ + 2↵̂

i

)⌥(b̂ � Q̂ + 2↵̂
i

)
i1/2

(3.1)

with

A
b̂

= b̂�1�b̂

2+b̂

�2 [�(b̂2)(�(b̂�2 � 1)]1/2

⌥(b̂)
(3.2)

Zamolodchikov [5] denotes by � what we called b̂: b̂ ! �. Zamolochikov has weights � = ↵(↵ � q) and his q = �

�1 � �,

with � < 1. This is the conventions we use, after the obvious redefinition ↵̂ ! ↵ and Q̂ ! q. I think this is the opposite of the

conventions in [4], where they have � = ↵(↵� 2↵0) with 2↵0 = �� �

�1. In other words ↵̂ ! �↵ and Q̂ ! �2↵0. This is why

in [4] one has instead

C

S

(↵1,↵2,↵3) = A

�

⌥(� � ↵

2
13)⌥(� � ↵

1
23)⌥(� � ↵

3
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�1 � ↵123)
hQ3
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i
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i
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, p real
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 This formula has unpleasant features:

where and 
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Ĉ(0, ↵̂1, ↵̂2) 6= 0 when ↵̂1 6= ↵̂2!

Ĉ(0, 0, ↵̂) 6= 0!
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Ĉ(0, ↵̂, ↵̂) = 1
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is a totally symmetric function

 For values corresponding to minimal models 
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and for the Dotsenko Fateev charges  
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it reproduces the minimal models three point couplings

but not the fusion rules! (these require additional discrete factors)



What’s the meaning of all this?

Critical Loop models  

 General set-up: draw self avoiding, mutually avoiding loops on a regular lattice. Fugacity 
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per unit length (monomer/edge) and fugacity n per loop.
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 Interesting region is                  . There’s a critical point for             and a critical dense 
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. Both correspond to CFTs with  
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Ĉ

c = 1 � 6
(p � q)2

pq

↵ = ↵
mn

=
1 � m

2
↵+ +

1 � n

2
↵�

⇣
↵+ = b̂�1 > 1, ↵� = �b̂

⌘

�

n 2 [�2, 2]

� = �
c

� > �
c

c < 1

References

[1] V. Schomerus, JHEP 0311 (2003) 043.

[2] I. Runkel and G. Watts, JHEP 0109 (2001) 006

[3] A. Strominger and T. Takayanagi, Adv. Th. Math. Phys. 7 (2003) 369.

[4] J. Delfino, R. Santachiara, J. Viti, arXiv:1304.6511

[5] A. Zamolodchikov, arXiv:0505063.

[6] D. Harlow, J. Maltz and E. Witten, arXiv:1108.4417

[7] B. Nienhuis and A. Mitra, cond-mat/0407578.

[8] S. Ribault and R. Santachiara, arXiv:1503.02067

21

 A realization of the dense phase familiar to this audience is provided by the Temperley-
Lieb loop model on the square lattice

Figure 2.2: Configuration of the completely packed loop model emerging from the six-
vertex model. Each closed loop goes with a weight n = !4 + !�4. To yield back the
six-vertex arrow configurations, one has to sum over the two possible orientations of each
loop and reformulate the local weight n as local, angular contributions to the Boltzmann
weights.

Figure 2.3: Configuration of the completely packed loop model on the rotated square
lattice. Time flows in the upward direction, and periodic boundary conditions in the
horizontal direction are indicated by dashed lines.

which allows to replace the weights c1 and c2 by c ⌘ p
c1c2. This parametrization of the

weights a, b, c in terms of x1, x2 and ! allows for a reformulation of the six-vertex model
in terms of a model of pure, unoriented loops, where the weights at the vertices are simply
x1 and x2 and each closed loop corresponds to a sum over its two possible orientations,
with a weight n = !4 + !�4 coming from the corresponding angular contributions. A
configuration of the corresponding loop model is given in figure 2.2.

To study this model further, we temporarily choose to rotate the lattice by 45�, or
equivalently, to consider the time direction to be along a diagonal of the square lattice, as
depicted in figure 2.3. The evolution along this diagonal time is encoded by the so-called
diagonal transfer matrix, which we can represent as

TD = ⌘ ⌘
,

where from left to right we have shifted from the original square lattice to a representation
in terms of square plaquettes, each plaquette being associated with a vertex of the original
lattice. This yields for the diagonal transfer matrix a natural decomposition, as it is
obtained by summing independently every plaquette over the two possible configurations

= x1 + x2 . (2.45)

The transfer matrix acts on states which can be represented as the sets of connectivi-
ties between L strands. We assume (for simplicity) that L ⌘ 2N is even, and rewrite the
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transfer matrix as a product over its building blocks, namely

TD =
�
ŘL�2,L�1 . . . Ř2,3ŘL,1

� �
ŘL�1,L . . . Ř3,4Ř1,2

�
, (2.46)

where Ři,i+1 corresponds to the plaquette where strands i and i+ 1 meet. The notation
is not a coincidence, as Ř is formally the same object as the Ř matrix building up the
row-to-row transfer matrix. We can further write

Ři,i+1 = x1I + x2ei,i+1 , (2.47)

where I is the identity operator whereas ei,i+1 concatenates strands i and i+ 1 and acts
as the identity on the other strands. Pictorially,

I =
. . . . . .

123 L
(2.48)

ei,i+1 =
. . . . . .

123 i L
(2.49)

The composition rules of the operators ei,i+1 can readily be deduced from their picto-
rial representation, bearing in mind that strands can be stretched and that each closed
loop corresponds to a weight n. For instance,

(ei,i+1)
2 = . . . . . .

123 i L

= n . . . . . .

123 i L

= n ei,i+1 , (2.50)

and similarly,

ei,i+1ej,j+1 = ej,j+1ei,i+1 for |i� j| > 1 (2.51)

ei,i+1ei+1,i+2ei,i+1 = ei,i+1ei�1,iei,i+1 = ei,i+1 (2.52)

Equations (2.50), (2.51) and (2.52) define the so-called Temperley–Lieb (TL) algebra
TLL(q) . This is an example of a lattice algebra, which plays a role of great importance in
the context of loop models and beyond. Other such algebras can be defined for instance
by allowing crossings between loops (Brauer algebra), braiding (braid-monoid algebras),
vacant sites carrying no loops (dilute TL), several species or colours of loops (multi-
coloured TL algebras), etc. . . , several of which will be encountered in the following sections
of this manuscript.

The TL algebra has many di↵erent representations, each of which is related to a
particular statistical mechanics model, such as the Potts and Ising models as well as
height models for rough interfaces. Since it has here been introduced from the loop
formulation of the six-vertex model, it is now natural to look for vertex formulation of
its generators. This is achieved by taking the weights a, b, c to be the integrable weights
(2.13), which determines the parameters x1, x2,! as

a = x1 =
sin(� � u)

sin �
(2.53)

b = x2 =
sin u

sin �
(2.54)

c =
p
c1c2 =

q
x1ei

�
2 + x2e�i �

2

q
x1e�i �

2 + x2ei
�
2 = 1 , (2.55)
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⌥ ⌘ ⌥
b

↵3
12 ⌘ ↵1 + ↵2 � ↵3 etc

C(↵1, ↵2, ↵3 ! 0) ⇠ 2⇡�(↵1 + ↵2 � Q) + R(↵)�(↵1 � ↵2)

C(Q � ↵1, ↵2, ↵3) = R(↵1)C(↵1, ↵2, ↵3)

A
b

, RX

i

↵
i

= Q � nb or
X

i

↵
i

= Q � nb � mb�1

b = �ib̂, Q = i(b̂�1 � b̂) ⌘ iQ̂

L =
1

4⇡
(@

a

�)2 + µe�2ib̂�

V
↵̂

= e2i↵̂�, ↵̂ =
Q̂

2
+ p

� = ↵̂(↵̂ � Q̂) = p2 � Q̂2

4
, p real

⌥ ⌘ ⌥
b̂

Ĉ(0, ↵̂, ↵̂) = 1

Ĉ(0, ↵̂1, ↵̂2) 6= 0 when ↵̂1 6= ↵̂2!

Ĉ(0, 0, ↵̂) 6= 0!

Ĉ(Q̂ � ↵̂1, ↵̂2, ↵̂3) = Ĉ(↵̂1, ↵̂2, ↵̂3)

Ĉ

c = 1 � 6
(p � q)2

pq

↵ = ↵
mn

=
1 � m

2
↵+ +

1 � n

2
↵�

⇣
↵+ = b̂�1 > 1, ↵� = �b̂

⌘

�

n 2 [�2, 2]

� = �
c

� > �
c

c < 1

e2 = n e
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etc

the loop weight

We won’t comment further about algebraic aspects here. But recall that loop models	

 are a convenient way to tackle, for instance, super group invariant spin chains.



 Non locality can be traded for non-unitarity by a map onto the 6 vertex model 
[Baxter]

a

⌘

x1

b

⌘

x2

c1

⌘

x2 !2

+

x1 !�2

c2

⌘

x2 !�2

+

x1 !2

Figure 2.1: Mapping from the six-vertex model on the square lattice to a model of
completely packed oriented loops. Similar relations hold when reverting all the arrows.

2.2 Loop models and algebraic aspects

Whereas we have been dealing so far with (integrable) vertex models, we will now see,
focusing on the example of the six-vertex model, that some of these can be reformulated
in a geometric fashion, namely as (integrable) statistical mechanics models whose degrees
of freedom can be represented by loops. This reformulation is a natural step towards the
study of physical problems such as those related with polymers or transport observables
at the IQHE transition, and will give us the chance for a first encounter with a few
important algebraic objects, among which the Temperley–Lieb algebra.

2.2.1 Loop formulation of the six-vertex model and the Temperley–
Lieb algebra

The configurations of the six-vertex model map to those of a model of completely packed,
oriented loops living on the edges of the square lattice, as described in figure 2.1 (see also,
for instance, [42]). As indicated in the figure, we can then parametrize the Boltzmann
weights as a product of two contributions, namely x⌦ where x depends only on the
geometrical loop configuration at the vertex, x = x1 for , x = x2 for , and ⌦ is
an angular contribution counting the total winding angle of the oriented loops at the
vertex, !,!�1 for each left and right turn respectively. Note that this parametrization
gives a di↵erent weight c1 and c2 to vertices which were attributed the same weight c so
far. This apparent paradox can actually be resolved by the following argument : taking,
say, periodic boundary conditions in the horizontal direction and following this direction
around the cylinder, the vertices with weight c1 and those with weight c2 act respectively
as sources and sinks of vertical arrow flux, as in the second two vertical arrows leave
the vertex, whereas in the first case two vertical arrows enter it. Due to conservation
of the net arrow flux inside the region encompassing the row under consideration, the
number of vertices of the first and second kind must be the same on each horizontal line,
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Arrows are then interpreted as domain walls in a Solid on Solid model, whose long 	

distance dynamics is described by a free boson. The weight loop n comes from summing 	

over two orientations and giving a complex weight per left/right turn 

Figure 2.2: Configuration of the completely packed loop model emerging from the six-
vertex model. Each closed loop goes with a weight n = !4 + !�4. To yield back the
six-vertex arrow configurations, one has to sum over the two possible orientations of each
loop and reformulate the local weight n as local, angular contributions to the Boltzmann
weights.

Figure 2.3: Configuration of the completely packed loop model on the rotated square
lattice. Time flows in the upward direction, and periodic boundary conditions in the
horizontal direction are indicated by dashed lines.

which allows to replace the weights c1 and c2 by c ⌘ p
c1c2. This parametrization of the

weights a, b, c in terms of x1, x2 and ! allows for a reformulation of the six-vertex model
in terms of a model of pure, unoriented loops, where the weights at the vertices are simply
x1 and x2 and each closed loop corresponds to a sum over its two possible orientations,
with a weight n = !4 + !�4 coming from the corresponding angular contributions. A
configuration of the corresponding loop model is given in figure 2.2.

To study this model further, we temporarily choose to rotate the lattice by 45�, or
equivalently, to consider the time direction to be along a diagonal of the square lattice, as
depicted in figure 2.3. The evolution along this diagonal time is encoded by the so-called
diagonal transfer matrix, which we can represent as

TD = ⌘ ⌘
,

where from left to right we have shifted from the original square lattice to a representation
in terms of square plaquettes, each plaquette being associated with a vertex of the original
lattice. This yields for the diagonal transfer matrix a natural decomposition, as it is
obtained by summing independently every plaquette over the two possible configurations

= x1 + x2 . (2.45)

The transfer matrix acts on states which can be represented as the sets of connectivi-
ties between L strands. We assume (for simplicity) that L ⌘ 2N is even, and rewrite the
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This induces as well a coupling to curvature, that is a charge at infinity [Den Nijs, Nienhuis]. 

h

h

h

h

h

h

h+ 1

h+ 1 h+ 1

h+ 1 h+ 1

h+ 1

h� 1

h h h

h� 1

Figure 3.1: Mapping from an oriented configuration of O(n) loops on the square lattice
to a configuration of heights on the dual lattice.

which in the continuum limit becomes described by a smooth field �(x) (with � ⌘
�+ 2⇡R) (see figure 3.1) with action

S =
g

4⇡

Z
d2x (@µ�)

2 . (3.42)

This action is that of a free compactified boson, whose radius R can be fixed to R = 1
and where the coupling g accounts for the rigidity of the height interface and is in this
sense an increasing function of the loop fugacity n, namely

n = �2 cos⇡g , (3.43)

that is g = 2�
⇡ . The central charge and conformal weights of the ‘bare’ (untwisted) theory

read

c = 1

�E,M + �̄E,M =
E2

2g
+ g

M2

2

�E,M � �̄E,M = EM , (3.44)

where M and E are the so-called electric and magnetic charges. The e↵ect of the twist
parameter, which gives a weight ñ = 2 cos' to non-contractible loops circling around the
torus, is accounted for by the introduction of a background charge, namely an electric
charge e0 =

'
⇡ at infinity. The central charge is accordingly modified into

c = 1� 6e02

g
, (3.45)

which recovers the Bethe ansatz result (3.36), and the electric charge in the expression
of the conformal weights has to be shifted by an amount of e0. In order to obtain the
conformal weights measured with respect to the screened central charge (3.45) these need
to be further shifted by an amount � e

0

2

4g , hence leading to

�E,M + �̄E,M =
E(E � 2e0)

2g
+ g

M2

2
. (3.46)

Relating E and M to the lattice excitations by M = m
2
, e = 2w then recovers at zero

twist (e0 = 0) the spectrum (3.37). Note that a continuum limit made of one free bosonic
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The function ⌥
b̂

(x) vanishes when x = �m/b̂ � nb̂ and x = (m + 1)/b̂ + (n + 1)b̂.

To match with lattice results, we have n = 2 cos ⇡e0, n = �2 cos ⇡g, g 2 [0, 1] and c = 1 � 6e

2
0

g

. This
corresponds to

Q̂ =
e0p
g

(5.2)

A loop with fugacity n = 2 cos ⇡e gives an exponent (the sign in the parenthesis below occurs because the
charges in [4] are minus the ones we use in the bulk of these notes)

h =
e2 � e2

0

4g
⌘ ↵̂(↵̂ � Q̂) (5.3)

so

↵̂ =
e

2
p

g
+

Q̂

2
=

e

2
p

g
+

b̂�1 � b̂

2
(5.4)

The symmetry ↵̂ ! Q̂ � ↵̂ corresponds to e ! �e.

For n = 1, ↵3/2,3/2 = � Q̂

4 corresponding to e = �2
p

g ⇥ 3Q̂

4 = � 3e0
2 , giving n = 0 indeed.

The symmetry ↵̂ ! Q̂ � ↵̂ leaves the three point function invariant: just like in the c = 1 case, there
should not be any ambiguity with the sign of the electric charge.

The simplest formulas correspond to all ↵
i

s equal, in which case we have

Ĉ(↵̂, ↵̂, ↵̂) = A
b̂

⌥3(b̂ � ↵̂)⌥(b̂ � Q̂ � 3↵̂)

⌥3/2(b̂ � 2↵̂)⌥3/2(b̂ � Q̂ � 2↵̂)
(5.5)

Replacing ↵ by e gives the equivalent expression, where we also used the fact that

b ⌘ p
g (5.6)

Ĉ(↵̂, ↵̂, ↵̂) = A
b̂

⌥3( b̂+b̂

�1

2 � eb̂

�1

2 )⌥( b̂+b̂

�1

2 � 3eb̂

�1

2 )

⌥3/2(b̂ � b̂�1e)⌥3/2(b̂�1 � b̂�1e)
(5.7)

In the case n = 2, e = 0 and we get the simple result

Ĉ(n = 2, n = 2, n = 2) =
A

b̂

⌥3(b̂)
(5.8)

Meanwhile, things are normalized so that

Ĉ(↵̂ = 0, ↵̂ = 0, ↵̂ = 0) = A
b̂

⌥3/2(b̂)

⌥1/2(b̂ � Q̂)
= Ĉ(↵̂, ↵̂, ↵̂ = 0) = 1 (5.9)

To check this stu↵, we consider the case n = 1 so b =
q

2
3 . We first measure on the lattice the three

point coupling (5.7) for a range of values n 2 [0, 2], corresponding to e 2 [0, 1/2]. The value for the order
operator is associated with n = 0.

This must be compared with Jesper’s curve Fig. 8
In [4], we then have the key result for the three point function of percolation clusters

R
FK

=
p

2C(↵3/2,3/2, ↵3/2,3/2, ↵3/2,3/2) ⇠ 1.0220 (5.10)

which is what Jesper also measures. Meanwhile, 1.0220/
p

2 = 0.722663, the value of C itself on curve (10).
This suggests that, what Jesper measures is the C function everywhere but at n = 0.

When ↵3 = 0, we have the result

Ĉ(↵̂1, ↵̂2, 0) =
1

⌥2(b̂)

⌥(b̂ + ↵̂1 � ↵̂2)⌥(b̂ + ↵̂2 � ↵̂1)⌥(b̂ � ↵̂1 � ↵̂2)⌥(b̂ � Q̂ + ↵̂1 + ↵̂2)
hQ2

i=1 ⌥(b̂ + 2↵̂
i

)⌥(b̂ � Q̂ + 2↵̂
i

)
i1/2

(5.11)
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 Of course conformal weights are obtained by a construction that matches Liouville. 
For instance consider the two point function defined by giving a weight 
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to loops separating a pair of points. This can be mapped onto the SOS model by introducing	

vertex operators  and one easily finds 
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Note the symmetry                                      corresponds to
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Note: in the CG & SOS mapping, the mere definition of the boson requires the height to be fixed at infinity. 	

No zero mode integration! Invariance of the model by global shifts of height!



Three point couplings in loop models  

 Our main claim. Consider a loop model with modified weight      for the loops 

2

following the suggestion in [5], a very interesting pro-
posal was made [14] that the probability for three points
to belong to the same Fortuin-Kasteleyn (FK) cluster in
the critical Q-state Potts model was simply related to
the three-point coupling (3) for a particular value of the
charges ↵̂

i

= ↵̂(Q). This was confirmed by numerical
simulations [15] for real Q 2 [1, 4], up to a mysterious
discrepancy by a factor

p
2 which was attributed [14, 15]

to the S

Q

permutation symmetry of the Potts model.
Our purpose in this Letter is to report on a complete

statistical physics interpretation—and extensive numeri-
cal checks—of the three-point coupling (3), for contin-
uous values of the central charge and the three inde-
pendently varying “electric” charges ↵̂

i

. Our results ap-
ply both to the loop model underlying the Q-state Potts
model, and to the dense and dilute phases of the O(n)
loop model [16]. Incidentally we also show that the fac-
tor

p
2 is only present in the Potts model—and only for

particular values of ↵̂

i

—and that its origin is di↵erent
from the one advocated in [14, 15].

The context of this physical interpretation is the con-
formal loop ensemble (CLE), familiar in the context of
spin models, CG mappings [13, 17], and more recently
the Schramm-Loewner Evolution (SLE) [18]. The most
physical realization of this ensemble consists [16] in draw-
ing self- and mutually avoiding loops on the hexagonal
lattice, with a fugacity per loop equal to a real num-
ber n 2 [�2, 2] and a fugacity per monomer � which is
�c = (2 + (2 � n)1/2)1/2 [16] in the dilute phase, and
�c < � < 1 in the dense phase; both phases are critical.

To link with the CG approach, we parametrize n =
�2 cos⇡g, with coupling g 2 [0, 1]. Setting e0 = 1 � g

the central charge is c = 1 � 6e20/g [13]. This matches
c  1 Liouville, provided b̂ =

p
g. The question of which

CFT describes the CLE completely remains open to this
day. This CFT should involve a free boson, which one
can interpret as the long-wavelength limit of a solid-on-
solid model (SOS) dual to the loops. More specifically,
the weight n per loop must be understood as arising from
oriented loops, which get an extra (complex) weight for
every left and right turn. On the hexagonal lattice, this
weight is exp(±i⇡e0/6) so that, after summing over both
orientations, and using that the number of left minus the
number of right turns of a closed loop on the hexagonal
lattice is ±6, produces the correct fugacity n = 2 cos⇡e0
per loop. The oriented loops define the SOS model by
duality, heights on neighboring faces di↵ering by ±�h

depending on the arrow that separates them. Finally,
the fact that the weight depends on the number of turns
can also be construed [13, 19] to explain the second,
curvature-dependent term in the action (1). When the
dust settles, the key result of this CG analysis is the un-
derstanding of two-point functions. Specifically, the par-
tition function of the loop model with two special points
in z1 and z2, such that loops separating z1 from z2 get
the fugacity n1 = 2 cos⇡e1 (with e1 arbitrary) instead of

n decays, for large distances, as z�2�(e0,e1)
12 with

�(e0, e1) =
e

2
1 � e

2
0

4g
⌘ ↵̂1(↵̂1 � Q̂) . (6)

In the second equation, we have formally matched the
well-known CG result [13] with the c  1 Liouville for-
mula (2), suggesting that the (non-local) observable mod-
ifying the weight of the loops is related with a vertex
operator V

↵̂1 of charge

↵̂1 =
Q̂

2
+ p, with p =

e1

2b̂
. (7)

The symmetry ↵̂1 ! Q̂� ↵̂1 then amounts to e1 ! �e1.
The geometrical CG approach is equivalent, in CFT

parlance, to a free boson with a charge at infinity [20].
Up to this day, no general result has been available for the
three- and higher point correlation functions in the loop
model. While part of the di�culty lies in determining
the correct definition of these correlations in geometrical
terms, there are also deep conceptual issues to be over-
come. For instance, many non-trivial correlations seem
to exist, which the screening construction in [20] would
erroneously set to zero for reasons of charge neutrality.
Inspired by the discussion in [5, 9] and the observation

in [14, 15] we have investigated the possible meaning of
the three-point function (3) within the loop model. We
have found overwhelming evidence that it admits a new
and quite beautiful geometrical interpretation, which is
as follows.
Consider three points z1, z2, z3 in the plane, and imag-

ine we run a cut C12 from z1 to z2, and another cut
C23 from z2 to z3. We now define a modified partition
function Z

n1,n2,n3(z1, z2, z3) of the loop model by giving
four di↵erent weights to the di↵erent topological classes
of loops (see figure 1a). If N12 = 0, 1 (resp. N23) denotes
the number of times modulo 2 that a given loop intersects
C12 (resp. C23), then its weight is

n

i

, with i = 2N23 +N12 2 {0, 1, 2, 3} . (8)

We have here set n0 = n. In other words, a loop sepa-
rating z

i

from the other two points gets weight n
i

(with
i = 1, 2, 3), while a loop surrounding none or all three
points gets the bulk loop weight n0.

Notice that since a loop can be turned around the
“point at infinity” on the Riemann sphere, we cannot
distinguish a loop surrounding a subset of points from
a loop surrounding its complement. Therefore N -point
functions allow for 2N�1 distinct weights. To weigh dif-
ferently all 2N ways of surrounding subsets of N points,
we need to consider an N +1 function with z

N+1 sent to
infinity (in particular no loop can surround z

N+1). This
is shown in figure 1b for N = 2.

Parametrizing the weights n
i

= 2 cos⇡e
i

and using (7)
provides a set of three charges ↵̂

i

, with i = 1, 2, 3. The

separating point i from the other two (loops encircling none or all three points get weight n) 

3

z1

z2

z3

C12 C23

(a)

z1

z3

(b)

FIG. 1: Loop weights in the three-point function. (a) Generic
case. Black loops have the bulk weight n, while red, blue and
green loops have weight n1, n2 and n3 respectively. The figure
shows all topologies simultaneously; in reality loops cannot
intersect. (b) The same, but with point z2 sent to infinity.

key idea is that the modified partition function just de-
fined is proportional to the three-point function of the
vertex operators V

↵̂

i

in c  1 Liouville. To make this
into a definite statement we need to impose the correct
normalization of the partition function. We shall keep
this in a concise form by making implicit the insertions
z

i

and abbreviating Z

n

i

,n

j

,n

k

(z1, z2, z3) ⌘ Z

ijk

. We then
have our main result that Z123 is proportional to (5), and
more precisely

Ĉ(↵̂1, ↵̂2, ↵̂3) =

Z123

r
Z000

Z011

Z101Z110

Z202

Z220Z022

Z330

Z033Z303
. (9)

[JJ: Can we write this more compactly? The fol-
lowing is not quite right

Ĉ(↵̂1, ↵̂2, ↵̂3) = Z

n1,n2,n3

3Y

i=0

s
Z

n,n

i

,n

i

Z

n

i

,n

i

,n

Z

n

i

,n,n

i

because we also need to cyclically permute the
positions of the arguments. . . ] The normalization on
the left-hand side corresponds to setting Ĉ(↵̂, ↵̂, 0) = 1.
[JJ: I am momentarily confused about this state-
ment.]HS: this is the only normalization required
in the field theory (together with invariance un-
der ↵ ! Q� ↵)

In order to check these formulas, we have devised a
method to determine three-point couplings numerically
using transfer matrices (see SM for more details). It
turns out more convenient to study models defined on the
square lattice, rather than the honeycomb O(n) model
[16] discussed above. The square-lattice O(n) model
[21] has again dilute and dense phases (representing the
same universality classes). Moreover, we studied the Q-
state Potts model via its equivalent complectely packed

O(n =
p
Q) model on the square lattice [22], which pro-

duces only the dense universality class.
In our numerical scheme, the axially oriented square

lattice is wrapped on a cylinder of circumference L. We
split the cylinder into two halves, each consisting of
M � L rows, and place z1, z2, z3 at the bottom, middle
and top respectively, all at identical horizontal positions.
The boundary conditions at the bottom and top are cho-
sen such that neither z1 nor z3 can be surrounded by a
loop. Then (8) amounts to giving weight n1 (resp. n3) to
non-contractible loops below (resp. above) z2, and weight
n2 to contractible loops that surround z2. All other loops
get weight n. We then determine numerically the corre-
sponding partition functions by acting with the transfer
matrix, and form the ratio corresponding to (9) after the
conformal map from the plane to the cylinder:

Ĉ(↵̂1, ↵̂2, ↵̂3) =
Z123

Z220

r
Z202Z000

Z101Z303
. (10)

We finally compare the values of this ratio with the Li-
ouville result (3). We have found excellent agreement for
a wide range of values of the four loop weights. We shall
now illustrate this by reporting in detail on two cases
which are particularly noteworthy.
The first case corresponds to n1 = n2 = n3, for which

we show results both for the dense (c = 0, percolation)
and dilute (c = 1

2 , Ising model) phases of the O(n) model
with n = 1; see figure 2. We display both the raw results
(10) for sizes L = 4, 5, . . . , 10 and finite-size scaling (FSS)
extrapolations Ĉ(L) = Ĉ(1)+�L

�k obtained from three
consecutive sizes. The FSS exponent k was found to in-
crease monotonically with n

i

—from 1.1 to 2.0 (resp. 0.6
to 2.1) in the dense (resp. dilute) case, for the parameter
values shown—except for n

i

= 1 where Ĉ = 1 exactly for
any L.
Several noteworthy features are visible in figure 2.

First, the agreement with the theoretical curve is excel-
lent for the whole range of n

i

, amounting to at least four
significant digits after FSS extrapolation. Second, the
divergence Ĉ ! �1 as n

i

! �1+, due to a pole in
the theoretical formula, is beautifully reproduced by the
numerics. Note that to reach values near n

i

= �1 re-
quires analytical continuation of ⌥ beyond the domain
of validity of the integral representation (4); see SM for
details. Third, the formula (3) works perfectly well for
n

i

> 2 as well, which corresponds to imaginary values of
the charges ↵̂. We conjecture that (3) applies indeed for
all ↵̂

i

2 C, corresponding in general to complex values
of n

i

. Note however that we need �2  n  2 to en-
sure a critical theory HS: (nothing is known about
complex values of n ).
Repeating the numerics for the Potts loop model, we

still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
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FIG. 1: Loop weights in the three-point function. (a) Generic
case. Black loops have the bulk weight n, while red, blue and
green loops have weight n1, n2 and n3 respectively. The figure
shows all topologies simultaneously; in reality loops cannot
intersect. (b) The same, but with point z2 sent to infinity.

key idea is that the modified partition function just de-
fined is proportional to the three-point function of the
vertex operators V

↵̂

i

in c  1 Liouville. To make this
into a definite statement we need to impose the correct
normalization of the partition function. We shall keep
this in a concise form by making implicit the insertions
z

i

and abbreviating Z

n

i

,n

j

,n

k

(z1, z2, z3) ⌘ Z

ijk

. We then
have our main result that Z123 is proportional to (5), and
more precisely

Ĉ(↵̂1, ↵̂2, ↵̂3) =

Z123

r
Z000

Z011

Z101Z110

Z202

Z220Z022

Z330

Z033Z303
. (9)

[JJ: Can we write this more compactly? The fol-
lowing is not quite right

Ĉ(↵̂1, ↵̂2, ↵̂3) = Z

n1,n2,n3

3Y

i=0

s
Z

n,n

i

,n

i

Z

n

i

,n

i

,n

Z

n

i

,n,n

i

because we also need to cyclically permute the
positions of the arguments. . . ] The normalization on
the left-hand side corresponds to setting Ĉ(↵̂, ↵̂, 0) = 1.
[JJ: I am momentarily confused about this state-
ment.]HS: this is the only normalization required
in the field theory (together with invariance un-
der ↵ ! Q� ↵)

In order to check these formulas, we have devised a
method to determine three-point couplings numerically
using transfer matrices (see SM for more details). It
turns out more convenient to study models defined on the
square lattice, rather than the honeycomb O(n) model
[16] discussed above. The square-lattice O(n) model
[21] has again dilute and dense phases (representing the
same universality classes). Moreover, we studied the Q-
state Potts model via its equivalent complectely packed

O(n =
p
Q) model on the square lattice [22], which pro-

duces only the dense universality class.
In our numerical scheme, the axially oriented square

lattice is wrapped on a cylinder of circumference L. We
split the cylinder into two halves, each consisting of
M � L rows, and place z1, z2, z3 at the bottom, middle
and top respectively, all at identical horizontal positions.
The boundary conditions at the bottom and top are cho-
sen such that neither z1 nor z3 can be surrounded by a
loop. Then (8) amounts to giving weight n1 (resp. n3) to
non-contractible loops below (resp. above) z2, and weight
n2 to contractible loops that surround z2. All other loops
get weight n. We then determine numerically the corre-
sponding partition functions by acting with the transfer
matrix, and form the ratio corresponding to (9) after the
conformal map from the plane to the cylinder:

Ĉ(↵̂1, ↵̂2, ↵̂3) =
Z123

Z220

r
Z202Z000

Z101Z303
. (10)

We finally compare the values of this ratio with the Li-
ouville result (3). We have found excellent agreement for
a wide range of values of the four loop weights. We shall
now illustrate this by reporting in detail on two cases
which are particularly noteworthy.
The first case corresponds to n1 = n2 = n3, for which

we show results both for the dense (c = 0, percolation)
and dilute (c = 1

2 , Ising model) phases of the O(n) model
with n = 1; see figure 2. We display both the raw results
(10) for sizes L = 4, 5, . . . , 10 and finite-size scaling (FSS)
extrapolations Ĉ(L) = Ĉ(1)+�L

�k obtained from three
consecutive sizes. The FSS exponent k was found to in-
crease monotonically with n

i

—from 1.1 to 2.0 (resp. 0.6
to 2.1) in the dense (resp. dilute) case, for the parameter
values shown—except for n

i

= 1 where Ĉ = 1 exactly for
any L.
Several noteworthy features are visible in figure 2.

First, the agreement with the theoretical curve is excel-
lent for the whole range of n

i

, amounting to at least four
significant digits after FSS extrapolation. Second, the
divergence Ĉ ! �1 as n

i

! �1+, due to a pole in
the theoretical formula, is beautifully reproduced by the
numerics. Note that to reach values near n

i

= �1 re-
quires analytical continuation of ⌥ beyond the domain
of validity of the integral representation (4); see SM for
details. Third, the formula (3) works perfectly well for
n

i

> 2 as well, which corresponds to imaginary values of
the charges ↵̂. We conjecture that (3) applies indeed for
all ↵̂

i

2 C, corresponding in general to complex values
of n

i

. Note however that we need �2  n  2 to en-
sure a critical theory HS: (nothing is known about
complex values of n ).
Repeating the numerics for the Potts loop model, we

still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only

 This result is totally unreachable by ‘Coulomb gas’ techniques, where only neutral 
combinations (including maybe the charge at infinity) make sense.
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 Now how to check this claim? Difficult in the plane, easier on the cylinder using 
transfer matrix calculations
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FIG. 1: Loop weights in the three-point function. (a) Generic
case. Black loops have the bulk weight n, while red, blue and
green loops have weight n1, n2 and n3 respectively. The figure
shows all topologies simultaneously; in reality loops cannot
intersect. (b) The same, but with point ~r2 sent to infinity.
[YI: j’ai change les couleurs dans la partie b]

We have here set n0 = n. In other words, a loop sepa-
rating ~r

i

from the other two points gets weight n

i

(with
i = 1, 2, 3), while a loop surrounding none or all three
points gets the bulk loop weight n0.

Notice that since a loop can be turned around the
“point at infinity” on the Riemann sphere, we cannot
distinguish a loop surrounding a subset of points from
a loop surrounding its complement. Therefore N -point
functions allow for 2N�1 distinct weights. To weigh dif-
ferently all 2N ways of surrounding subsets of N points,
we need to consider an (N +1)-point function with ~r

N+1

sent to infinity (in particular no loop can surround ~r

N+1).
This is shown in Fig. 1b for N = 2.

Parametrizing the weights n

i

= 2 cos ⇡e

i

with e

i

2
[�1, 1], and using (7) provides a set of three charges ↵̂

i

,
with i = 1, 2, 3 (the treatment of higher values of the
e

i

’s is described in the Supplementary Material). The
key idea is that the modified partition function just de-
fined is proportional to the three-point function of the
vertex operators V

↵̂

i

in c  1 Liouville. To make this
into a definite statement we need to impose the correct
normalization of the partition function. We shall keep
this in a concise form by making implicit the insertions
~r

i

and abbreviating Z

n

i

,n

j

,n

k

(~r1,~r2,~r3) ⌘ Z

ijk

. We then
have our main result that Z123 is proportional to (5), and
more precisely

Ĉ(↵̂1, ↵̂2, ↵̂3) =

Z123

r
Z000

Z011

Z101Z110

Z202

Z220Z022

Z330

Z033Z303
. (9)

[JJ: Can we write this more compactly? The fol-
lowing is not quite right

Ĉ(↵̂1, ↵̂2, ↵̂3) = Z

n1,n2,n3

3Y
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s
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n,n
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,n
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,n
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,n,n

i

because we also need to cyclically permute the
positions of the arguments. . . ] The normalization on
the left-hand side corresponds to setting Ĉ(↵̂, ↵̂, 0) = 1.

In order to check these formulas, we have devised a
method to determine three-point couplings numerically
using transfer matrices (see SM for more details). It
turns out more convenient to study models defined on the
square lattice, rather than the honeycomb O(n) model
[16] discussed above. The square-lattice O(n) model
[21] has again dilute and dense phases (representing the
same universality classes). Moreover, we studied the Q-
state Potts model via its equivalent completely packed
O(n =

p
Q) model on the square lattice [22], which pro-

duces only the dense universality class.
In our numerical scheme, the axially oriented square

lattice is wrapped on a cylinder of circumference L. We
split the cylinder into two halves, each consisting of
M � L rows, and place ~r1,~r2,~r3 at the bottom, middle
and top respectively, all at identical horizontal positions.
The boundary conditions at the bottom and top are cho-
sen such that neither ~r1 nor ~r3 can be surrounded by a
loop. Then (8) amounts to giving weight n1 (resp. n3) to
non-contractible loops below (resp. above) ~r2, and weight
n2 to contractible loops that surround ~r2. All other loops
get weight n. We then determine numerically the corre-
sponding partition functions by acting with the transfer
matrix, and form the ratio corresponding to (9) after the
conformal map from the plane to the cylinder:

Ĉ(↵̂1, ↵̂2, ↵̂3) =
Z123

Z220

r
Z202Z000

Z101Z303
. (10)

We finally compare the values of this ratio with the Li-
ouville result (3). We have found excellent agreement for
a wide range of values of the four loop weights. We shall
now illustrate this by reporting in detail on two cases
which are particularly noteworthy.

The first case corresponds to n1 = n2 = n3, for which
we show results both for the dense (c = 0, percolation)
and dilute (c = 1

2 , Ising model) phases of the O(n) model
with n = 1; see Fig. 2. We display both the raw results
(10) for sizes L = 4, 5, . . . , 10 and finite-size scaling (FSS)
extrapolations Ĉ(L) = Ĉ(1)+�L

�k obtained from three
consecutive sizes. The FSS exponent k was found to in-
crease monotonically with n

i

—from 1.1 to 2.0 (resp. 0.6
to 2.1) in the dense (resp. dilute) case, for the parameter
values shown—except for n

i

= 1 where Ĉ = 1 exactly for
any L.

Several noteworthy features are visible in Fig. 2. First,
the agreement with the theoretical curve is excellent for
the whole range of n

i

, amounting to at least four sig-
nificant digits after FSS extrapolation. Second, the di-
vergence Ĉ ! �1 as n

i

! �1+, due to a pole in the
theoretical formula, is beautifully reproduced by the nu-
merics. Note that to reach values near n

i

= �1 requires
analytical continuation of ⌥ beyond the domain of valid-
ity of the integral representation (4); see SM for details.

Define boundary conditions to impose weights 	
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to loops encircling the origin. 
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FIG. 2: Ĉ(↵̂, ↵̂, ↵̂) as a function of n1 = n2 = n3 in the dense
and dilute O(n) model with n = 1. [JJ: Preliminary. Size

L = 10 being computed. Evaluate exact result for

ni > 2.]

Third, the formula (3) works perfectly well for n

i

> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
↵̂

i

2 C, corresponding in general to complex values of
n

i

. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
V

↵̂2(~r2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then

Z103

Z

⇡ Ĉ(↵̂1, 0, ↵̂3)
✓

r12

r23

◆�
↵̂3��

↵̂1
✓

a

r13

◆�
↵̂1+�

↵̂3

where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence

Z

n1,n3p
Z

n1,n1Zn3,n3

= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z

n

i

,n

j

now denotes the partition function where
loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
the three-point coupling Ĉ remains non-trivial even when
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L = 10 being computed. Evaluate exact result for

ni > 2.]

Third, the formula (3) works perfectly well for n

i

> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
↵̂

i

2 C, corresponding in general to complex values of
n

i

. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
V

↵̂2(~r2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then
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where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence

Z

n1,n3p
Z

n1,n1Zn3,n3

= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z

n

i

,n

j

now denotes the partition function where
loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
the three-point coupling Ĉ remains non-trivial even when
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In terms of the CG approach of [20], this corresponds to
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was also encountered in [14, 15], but we disagree with
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not exhibit this feature at all, and the function Ĉ remains
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ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
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To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2
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[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence
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FIG. 2: Ĉ(↵̂, ↵̂, ↵̂) as a function of n1 = n2 = n3 in the
dense and dilute O(n) model with n = 1. [JJ: The plots
are preliminary. I wait for the completion of L = 10.
Also I will make nicer plots with legends etc when I
get back home, and find a way to make the two plots
appear on the same figure to save space.]

there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
z1, z2, z3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and
their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex op-
erator then has �

↵̂2 = 0. In ordinary CFT, this would
imply that this operator is in fact the identity, and that
the remaining object is a two-point function, equal to
zero by scale invariance, unless ↵̂1 = ↵̂3. However, (3)
does not exhibit this feature at all, and the function Ĉ re-
mains highly non-trivial even when one of the arguments
vanishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible
with the normalization of two-point functions, but in gen-
eral Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.
To discuss the corresponding geometrical meaning, we

consider the loop model with n2 = n. According to fig-
ure 1a the weight of a loop encircling z1 (or z3) depends
on whether it also encircles z2. In that sense, point z2

is not invisible at all, and the corresponding operator
V

↵̂2(z2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then

Z103

Z
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where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send z2 ! 1.
The fraction of loops encircling both z2 and at least one of
the other two points becomes negligible, so we get rid of
the marked point. The first scale factor above disappears,
we can then get rid of the second one by normalizing with
the two point function. Hence

Z

n1,n3p
Z

n1,n1Zn3,n3

= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z

n

i

,n

j

now denotes the partition function where
loops encircling z1 (resp. z3) get weight n1 (resp. n3),
while those encircling both points get weight n.
Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send z2 ! 1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle z2. Then loops encircling
both z1 and z3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in figure 1b.
We can also simplify (11) even further by noticing that

the three-point coupling Ĉ remains non-trivial even when
two of the charges ↵̂

i

vanish. We have then

Z

n1,np
Z

n1,n1Z

= Ĉ(↵̂1, 0, 0) . (12)

Here, Z
n1,n is the partition function where loops encir-

cling z1 but not z3 get a weight n1.
We have checked these interpretations of Ĉ(↵̂1, 0, ↵̂3)

and Ĉ(↵̂1, 0, 0) numerically. The latter case is shown in
is indeed non zero even when the charges are different. 
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FIG. 3: Ĉ(↵̂1, 0, 0) and Ĉ(0, ↵̂1, 0) as functions of n1 in the
dense and dilute O(n) model with n = 1. The two positions
of the vertex operator V↵̂1—at one extremity or in the middle
of the cylinder—give di↵erent microscopic results, but their
L ! 1 limits agree with the same analytical formula. [JJ:

Same status as Fig. 2.]

two of the charges ↵̂

i

vanish. We have then

Z

n1,np
Z

n1,n1Z
= Ĉ(↵̂1, 0, 0) . (12)

Here, Z

n1,n

is the partition function where loops encir-
cling ~r1 but not ~r3 get a weight n1.

We have checked these interpretations of Ĉ(↵̂1, 0, ↵̂3)
and Ĉ(↵̂1, 0, 0) numerically. The latter case is shown in
Fig. 3. For the Potts model one obtains similar results,
except that now Ĉ/

p
2 when n1 = 0, as can again be

seen from (10) and the splitting of the state space.
Summarizing, the loop model with four di↵erent

weights (see Fig. 1a) gives a consistent interpretation of
the three-point function in c  1 Liouville. It is also
consistent with interpreting Ĉ as an OPE coe�cient.
This can be seen geometrically by considering the limit
r23 ! 0. The amount of loops with weight n2 or n3 is
then negligible, since they would have to be “pinched”
between ~r2 and ~r3. Instead, loops get weight n1 when-
ever they encircle ~r1 or ~r2, and n if they encircle both. In
other words, we recover—up to a numerical factor, and
after subtracting the divergence at ~r2 = ~r3—the two-
point function of operators with charge ↵̂1, which ex-
plains in what sense a continuum of ↵̂1 charges appears
in the fusion of charges ↵̂2 and ↵̂3.

The loop model also gives natural explanations to the
various paradoxes encountered in trying to make c  1
Liouville into a consistent CFT. It is particularly intrigu-
ing that the vertex operator with ↵̂ = 0 is interpreted not
as the identity but as a ‘marking’, a feature very simi-
lar to what happens in the SLE construction. For in-
stance, in the CFT proof [26] of Schramm’s left-passage
formula [27] a point-marking (or “indicator” [26]) op-
erator of zero conformal weight—but distinct from the

identity operator—is used to select the correct confor-
mal block in the corresponding correlation function.

We emphasize (more details in SM) that nothing spe-
cial seems to appear as c ! 1. In particular, the loop
model does not, by itself, produce the singularities in the
three-point function obtained in [30]. This is, from our
point of view, quite expected, since the model in [30] is
obtained as the m ! 1 limit of the A

m

RSOS models,
whose relationship with the loop model is not straight-
forward, and involves a complicated sum over sectors.

We hope to report later on the study of N = 4 point
functions, and to explore, in particular, the possible ge-
ometrical definitions that will be necessary when even
more di↵erent loop weights are introduced. Boundary
extensions of this work also o↵er tantalizing possibilities.

We note to conclude that similar three-point functions
can be defined involving, instead of loops with modified
weights, the so-called watermelon or fuseau [28] opera-
tors. This is the case of magnetic rather than electric
operators in the CG formalism. We have devised in this
case also a way to determine numerically the correspond-
ing three-point couplings, the simplest of which is inter-
preted geometrically as the probability that three points
lie on the same loop. However, the results do not match
formula (3) when the corresponding scaling dimensions
are entered, and seem to correspond to another contin-
uation of the Liouiville results than the one considered
here. We also hope to report on this later (some related
results have appeared in [29]).
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vanish. We have then
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Here, Z
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is the partition function where loops encir-
cling ~r1 but not ~r3 get a weight n1.

We have checked these interpretations of Ĉ(↵̂1, 0, ↵̂3)
and Ĉ(↵̂1, 0, 0) numerically. The latter case is shown in
Fig. 3. For the Potts model one obtains similar results,
except that now Ĉ/

p
2 when n1 = 0, as can again be

seen from (10) and the splitting of the state space.
Summarizing, the loop model with four di↵erent

weights (see Fig. 1a) gives a consistent interpretation of
the three-point function in c  1 Liouville. It is also
consistent with interpreting Ĉ as an OPE coe�cient.
This can be seen geometrically by considering the limit
r23 ! 0. The amount of loops with weight n2 or n3 is
then negligible, since they would have to be “pinched”
between ~r2 and ~r3. Instead, loops get weight n1 when-
ever they encircle ~r1 or ~r2, and n if they encircle both. In
other words, we recover—up to a numerical factor, and
after subtracting the divergence at ~r2 = ~r3—the two-
point function of operators with charge ↵̂1, which ex-
plains in what sense a continuum of ↵̂1 charges appears
in the fusion of charges ↵̂2 and ↵̂3.

The loop model also gives natural explanations to the
various paradoxes encountered in trying to make c  1
Liouville into a consistent CFT. It is particularly intrigu-
ing that the vertex operator with ↵̂ = 0 is interpreted not
as the identity but as a ‘marking’, a feature very simi-
lar to what happens in the SLE construction. For in-
stance, in the CFT proof [26] of Schramm’s left-passage
formula [27] a point-marking (or “indicator” [26]) op-
erator of zero conformal weight—but distinct from the

identity operator—is used to select the correct confor-
mal block in the corresponding correlation function.

We emphasize (more details in SM) that nothing spe-
cial seems to appear as c ! 1. In particular, the loop
model does not, by itself, produce the singularities in the
three-point function obtained in [30]. This is, from our
point of view, quite expected, since the model in [30] is
obtained as the m ! 1 limit of the A

m

RSOS models,
whose relationship with the loop model is not straight-
forward, and involves a complicated sum over sectors.

We hope to report later on the study of N = 4 point
functions, and to explore, in particular, the possible ge-
ometrical definitions that will be necessary when even
more di↵erent loop weights are introduced. Boundary
extensions of this work also o↵er tantalizing possibilities.

We note to conclude that similar three-point functions
can be defined involving, instead of loops with modified
weights, the so-called watermelon or fuseau [28] opera-
tors. This is the case of magnetic rather than electric
operators in the CG formalism. We have devised in this
case also a way to determine numerically the correspond-
ing three-point couplings, the simplest of which is inter-
preted geometrically as the probability that three points
lie on the same loop. However, the results do not match
formula (3) when the corresponding scaling dimensions
are entered, and seem to correspond to another contin-
uation of the Liouiville results than the one considered
here. We also hope to report on this later (some related
results have appeared in [29]).
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Fig. 3. For the Potts model one obtains similar results,
except that now Ĉ/
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2 when n1 = 0, as can again be

seen from (10) and the splitting of the state space.
Summarizing, the loop model with four di↵erent

weights (see Fig. 1a) gives a consistent interpretation of
the three-point function in c  1 Liouville. It is also
consistent with interpreting Ĉ as an OPE coe�cient.
This can be seen geometrically by considering the limit
r23 ! 0. The amount of loops with weight n2 or n3 is
then negligible, since they would have to be “pinched”
between ~r2 and ~r3. Instead, loops get weight n1 when-
ever they encircle ~r1 or ~r2, and n if they encircle both. In
other words, we recover—up to a numerical factor, and
after subtracting the divergence at ~r2 = ~r3—the two-
point function of operators with charge ↵̂1, which ex-
plains in what sense a continuum of ↵̂1 charges appears
in the fusion of charges ↵̂2 and ↵̂3.

The loop model also gives natural explanations to the
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Liouville into a consistent CFT. It is particularly intrigu-
ing that the vertex operator with ↵̂ = 0 is interpreted not
as the identity but as a ‘marking’, a feature very simi-
lar to what happens in the SLE construction. For in-
stance, in the CFT proof [26] of Schramm’s left-passage
formula [27] a point-marking (or “indicator” [26]) op-
erator of zero conformal weight—but distinct from the

identity operator—is used to select the correct confor-
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We emphasize (more details in SM) that nothing spe-
cial seems to appear as c ! 1. In particular, the loop
model does not, by itself, produce the singularities in the
three-point function obtained in [30]. This is, from our
point of view, quite expected, since the model in [30] is
obtained as the m ! 1 limit of the A
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RSOS models,
whose relationship with the loop model is not straight-
forward, and involves a complicated sum over sectors.

We hope to report later on the study of N = 4 point
functions, and to explore, in particular, the possible ge-
ometrical definitions that will be necessary when even
more di↵erent loop weights are introduced. Boundary
extensions of this work also o↵er tantalizing possibilities.

We note to conclude that similar three-point functions
can be defined involving, instead of loops with modified
weights, the so-called watermelon or fuseau [28] opera-
tors. This is the case of magnetic rather than electric
operators in the CG formalism. We have devised in this
case also a way to determine numerically the correspond-
ing three-point couplings, the simplest of which is inter-
preted geometrically as the probability that three points
lie on the same loop. However, the results do not match
formula (3) when the corresponding scaling dimensions
are entered, and seem to correspond to another contin-
uation of the Liouiville results than the one considered
here. We also hope to report on this later (some related
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This is a consequence of the fact that the relevant module for TL on the cylinder splits into two 	

isomorphic submodules 
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FIG. 5: Examples of diagrams for L = 4, with the left and
right sides of the framing rectangle identified. The first di-
agram represents the generator e4, it has rank 2 as well as
the second one. The third diagram has rank 3. Diagrams of
odd and even rank are not connected by the algebra when the
weight of non-contractible loops is set to zero.

The limit M/L!1 should be taken at the end,
although in practice we obtain excellent accuracy
by restricting to M/L of the order 20 or so.

Boundary conditions for O(n) and Potts. Both
parities in the former case (no parity e↵ects).

The factor

p
2 in the Potts model

Rank business according to Hubert et al. (see figure
below—to be improved). Potts clusters bounded or un-
bounded (open/closed reduced states) according to [23].
When no winding loops, open states glue to open, closed
to closed. So the openness (rank parity) is conserved by
the transfer matrix. Bijection between the two spaces
by shifting loops by one lattice unit. Corresponds to
Kramers-Wannier duality.

(diagrams of odd and even rank are not	

connected by the algebra)
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fixes it only up to an integer. Structure constants for the corresponding solutions are found by 	

excited states in the TM. 

 Case c=1 is particularly interesting:

7

SUPPLEMENTARY MATERIAL
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Because of the finite domain of convergence of the inte-
gral, analytic continuation is necessary to obtain results
for large ranges of the lattice parameters. If we consider
for instance the structure constant in (15) for a bulk value
n = 1, as the weight of the special loops n
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is lowered
from n
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= 2, a zero of the second ⌥ function in the nu-
merator is first encountered for q̂

2 �
3e

2b̂

= 0 or e = 1+b

2

3 ,
corresponding to n

i

= 2 cos 1+g

3 = 2 cos 5⇡
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yond this value, the naive evaluation of the integral gives
ln ⌥ = �1, so the naive structure constant is zero. This
is overcome by using the second relation in (14) and thus
replacing

⌥

 
q̂

2
� 3eb̂

�1

2

!
! b̂

3eb̂

�2�1
�
⇣

1�b̂

�2

2 + 3eb̂

�2

2

⌘

�
⇣

1+b̂

�2

2 � 3eb̂

�2

2

⌘

⇥⌥

 
b̂ + 3b̂

�1

2
� 3eb̂

�1

2

!
(17)

[JJ: We need to discuss also how to evalute
Ĉ when n
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> 2. Maybe take real/imaginary
parts.]HS: I think the integrals are convergent.
The problem is the strong oscillations in the sec-
ond term (in the definition of ⌥) when e is purely
imaginary. Not sure what to do about this. Use
relation with Barnes double Gamma function and
some specialized package maybe?

Formulas simplify considerably in the limit c = 1. We
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and the three point coupling reads simply
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The integral in this expression converges when x, y, z < 1
and x + y + z < 2.

HS: I’ll want to add some more stu↵ here

Loop models on the square lattice

Define ⇢1, . . . , ⇢9 [21], with conventions matching nu-
merics. Isotropic point. Dilute and dense phases. Degen-
erate point equivalent to honeycomb [16]. Special Potts
case with only ⇢8, ⇢9.

Transfer matrix method for measuring C(↵̂1, ↵̂2, ↵̂3)

General setup

Let (�1,�2,�3) be three quasi-primary operators of a
CFT, for which we want to compute the structure con-
stant C(�1,�2,�3). The idea of our method is to con-
sider the problem on the cylinder, and use the opera-
tor/state correspondence with operators and states nor-
malized so that �

j

|0i = |�
j

i (where |0i is the ground
state), to write

C(�1,�2,�3) = h�1|�2|�3i . (21)

In order to achieve a finite-size estimation of this ex-
pression, we simply need two types of ingredients: (i) the
eigenstates |�1iL and |�3iL of the transfer matrix for the
lattice model on the cylinder of circumference L, which
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Note this is close to but not the same as the theory of [Runkel Watts], which is 	

obtained as the limit of minimal models when            : 
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the RW theory three point function has singularities at degenerate conformal weights  
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              which don’t appear in the loop model.

 When c=1, q=1, we have a better chance. But only the case                      is local for 
XXX, and  in fact,                                 which is just a free boson result.
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 It does not seem that the C functions can be obtained from XXZ chain and Bethe 
ansatz.  Among other things, this is because the loop combinatorics requires treating the 
q parameter in XXZ as a formal, self-conjugate parameter.
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Some applications to loop models  

 Consider 
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FIG. 2: Ĉ(↵̂, ↵̂, ↵̂) as a function of n1 = n2 = n3 in the
dense and dilute O(n) model with n = 1. [JJ: The plots
are preliminary. I wait for the completion of L = 10.
Also I will make nicer plots with legends etc when I
get back home, and find a way to make the two plots
appear on the same figure to save space.]

there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
z1, z2, z3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and
their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex op-
erator then has �

↵̂2 = 0. In ordinary CFT, this would
imply that this operator is in fact the identity, and that
the remaining object is a two-point function, equal to
zero by scale invariance, unless ↵̂1 = ↵̂3. However, (3)
does not exhibit this feature at all, and the function Ĉ re-
mains highly non-trivial even when one of the arguments
vanishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible
with the normalization of two-point functions, but in gen-
eral Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.
To discuss the corresponding geometrical meaning, we

consider the loop model with n2 = n. According to fig-
ure 1a the weight of a loop encircling z1 (or z3) depends
on whether it also encircles z2. In that sense, point z2

is not invisible at all, and the corresponding operator
V

↵̂2(z2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then
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where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send z2 ! 1.
The fraction of loops encircling both z2 and at least one of
the other two points becomes negligible, so we get rid of
the marked point. The first scale factor above disappears,
we can then get rid of the second one by normalizing with
the two point function. Hence
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= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z
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i
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j

now denotes the partition function where
loops encircling z1 (resp. z3) get weight n1 (resp. n3),
while those encircling both points get weight n.
Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send z2 ! 1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle z2. Then loops encircling
both z1 and z3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in figure 1b.
We can also simplify (11) even further by noticing that

the three-point coupling Ĉ remains non-trivial even when
two of the charges ↵̂

i

vanish. We have then

Z

n1,np
Z

n1,n1Z

= Ĉ(↵̂1, 0, 0) . (12)

Here, Z
n1,n is the partition function where loops encir-

cling z1 but not z3 get a weight n1.
We have checked these interpretations of Ĉ(↵̂1, 0, ↵̂3)

and Ĉ(↵̂1, 0, 0) numerically. The latter case is shown in
. Even if 
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the weight of loops encircling points 1 or 3 still depends
on whether they encircle point 2 or not. While associated the corresponding  operator has  weight 
zero, it is not trivial, and behaves like a marking operator  (reminiscent of SLE in the boundary case)
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FIG. 2: Ĉ(↵̂, ↵̂, ↵̂) as a function of n1 = n2 = n3 in the dense
and dilute O(n) model with n = 1. [JJ: Preliminary. Size

L = 10 being computed. Evaluate exact result for

ni > 2.]

Third, the formula (3) works perfectly well for n

i

> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
↵̂

i

2 C, corresponding in general to complex values of
n

i

. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
V

↵̂2(~r2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then

Z103

Z
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where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence

Z

n1,n3p
Z

n1,n1Zn3,n3

= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z

n

i

,n

j

now denotes the partition function where
loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
the three-point coupling Ĉ remains non-trivial even when
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and dilute O(n) model with n = 1. [JJ: Preliminary. Size

L = 10 being computed. Evaluate exact result for

ni > 2.]

Third, the formula (3) works perfectly well for n

i

> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
↵̂

i

2 C, corresponding in general to complex values of
n

i

. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
V

↵̂2(~r2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then
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where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence

Z

n1,n3p
Z

n1,n1Zn3,n3

= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z

n

i

,n

j

now denotes the partition function where
loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
the three-point coupling Ĉ remains non-trivial even when
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Third, the formula (3) works perfectly well for n

i

> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
↵̂

i

2 C, corresponding in general to complex values of
n

i

. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor
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2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
V

↵̂2(~r2) is a marking operator, distinct from the identity,
despite the fact that �
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where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence

Z
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now denotes the partition function where
loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
the three-point coupling Ĉ remains non-trivial even when
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FIG. 3: Ĉ(↵̂1, 0, 0) and Ĉ(0, ↵̂1, 0) as functions of n1 in the
dense and dilute O(n) model with n = 1. The two positions
of the vertex operator V↵̂1—at one extremity or in the middle
of the cylinder—give di↵erent microscopic results, but their
L ! 1 limits agree with the same analytical formula. [JJ:

Same status as Fig. 2.]

two of the charges ↵̂

i

vanish. We have then

Z

n1,np
Z

n1,n1Z
= Ĉ(↵̂1, 0, 0) . (12)

Here, Z

n1,n

is the partition function where loops encir-
cling ~r1 but not ~r3 get a weight n1.

We have checked these interpretations of Ĉ(↵̂1, 0, ↵̂3)
and Ĉ(↵̂1, 0, 0) numerically. The latter case is shown in
Fig. 3. For the Potts model one obtains similar results,
except that now Ĉ/

p
2 when n1 = 0, as can again be

seen from (10) and the splitting of the state space.
Summarizing, the loop model with four di↵erent

weights (see Fig. 1a) gives a consistent interpretation of
the three-point function in c  1 Liouville. It is also
consistent with interpreting Ĉ as an OPE coe�cient.
This can be seen geometrically by considering the limit
r23 ! 0. The amount of loops with weight n2 or n3 is
then negligible, since they would have to be “pinched”
between ~r2 and ~r3. Instead, loops get weight n1 when-
ever they encircle ~r1 or ~r2, and n if they encircle both. In
other words, we recover—up to a numerical factor, and
after subtracting the divergence at ~r2 = ~r3—the two-
point function of operators with charge ↵̂1, which ex-
plains in what sense a continuum of ↵̂1 charges appears
in the fusion of charges ↵̂2 and ↵̂3.

The loop model also gives natural explanations to the
various paradoxes encountered in trying to make c  1
Liouville into a consistent CFT. It is particularly intrigu-
ing that the vertex operator with ↵̂ = 0 is interpreted not
as the identity but as a ‘marking’, a feature very simi-
lar to what happens in the SLE construction. For in-
stance, in the CFT proof [26] of Schramm’s left-passage
formula [27] a point-marking (or “indicator” [26]) op-
erator of zero conformal weight—but distinct from the

identity operator—is used to select the correct confor-
mal block in the corresponding correlation function.

We emphasize (more details in SM) that nothing spe-
cial seems to appear as c ! 1. In particular, the loop
model does not, by itself, produce the singularities in the
three-point function obtained in [30]. This is, from our
point of view, quite expected, since the model in [30] is
obtained as the m ! 1 limit of the A

m

RSOS models,
whose relationship with the loop model is not straight-
forward, and involves a complicated sum over sectors.

We hope to report later on the study of N = 4 point
functions, and to explore, in particular, the possible ge-
ometrical definitions that will be necessary when even
more di↵erent loop weights are introduced. Boundary
extensions of this work also o↵er tantalizing possibilities.

We note to conclude that similar three-point functions
can be defined involving, instead of loops with modified
weights, the so-called watermelon or fuseau [28] opera-
tors. This is the case of magnetic rather than electric
operators in the CG formalism. We have devised in this
case also a way to determine numerically the correspond-
ing three-point couplings, the simplest of which is inter-
preted geometrically as the probability that three points
lie on the same loop. However, the results do not match
formula (3) when the corresponding scaling dimensions
are entered, and seem to correspond to another contin-
uation of the Liouiville results than the one considered
here. We also hope to report on this later (some related
results have appeared in [29]).
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is the partition function where loops encir-
cling ~r1 but not ~r3 get a weight n1.

We have checked these interpretations of Ĉ(↵̂1, 0, ↵̂3)
and Ĉ(↵̂1, 0, 0) numerically. The latter case is shown in
Fig. 3. For the Potts model one obtains similar results,
except that now Ĉ/

p
2 when n1 = 0, as can again be

seen from (10) and the splitting of the state space.
Summarizing, the loop model with four di↵erent

weights (see Fig. 1a) gives a consistent interpretation of
the three-point function in c  1 Liouville. It is also
consistent with interpreting Ĉ as an OPE coe�cient.
This can be seen geometrically by considering the limit
r23 ! 0. The amount of loops with weight n2 or n3 is
then negligible, since they would have to be “pinched”
between ~r2 and ~r3. Instead, loops get weight n1 when-
ever they encircle ~r1 or ~r2, and n if they encircle both. In
other words, we recover—up to a numerical factor, and
after subtracting the divergence at ~r2 = ~r3—the two-
point function of operators with charge ↵̂1, which ex-
plains in what sense a continuum of ↵̂1 charges appears
in the fusion of charges ↵̂2 and ↵̂3.

The loop model also gives natural explanations to the
various paradoxes encountered in trying to make c  1
Liouville into a consistent CFT. It is particularly intrigu-
ing that the vertex operator with ↵̂ = 0 is interpreted not
as the identity but as a ‘marking’, a feature very simi-
lar to what happens in the SLE construction. For in-
stance, in the CFT proof [26] of Schramm’s left-passage
formula [27] a point-marking (or “indicator” [26]) op-
erator of zero conformal weight—but distinct from the

identity operator—is used to select the correct confor-
mal block in the corresponding correlation function.

We emphasize (more details in SM) that nothing spe-
cial seems to appear as c ! 1. In particular, the loop
model does not, by itself, produce the singularities in the
three-point function obtained in [30]. This is, from our
point of view, quite expected, since the model in [30] is
obtained as the m ! 1 limit of the A

m

RSOS models,
whose relationship with the loop model is not straight-
forward, and involves a complicated sum over sectors.

We hope to report later on the study of N = 4 point
functions, and to explore, in particular, the possible ge-
ometrical definitions that will be necessary when even
more di↵erent loop weights are introduced. Boundary
extensions of this work also o↵er tantalizing possibilities.

We note to conclude that similar three-point functions
can be defined involving, instead of loops with modified
weights, the so-called watermelon or fuseau [28] opera-
tors. This is the case of magnetic rather than electric
operators in the CG formalism. We have devised in this
case also a way to determine numerically the correspond-
ing three-point couplings, the simplest of which is inter-
preted geometrically as the probability that three points
lie on the same loop. However, the results do not match
formula (3) when the corresponding scaling dimensions
are entered, and seem to correspond to another contin-
uation of the Liouiville results than the one considered
here. We also hope to report on this later (some related
results have appeared in [29]).
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FIG. 2: Ĉ(↵̂, ↵̂, ↵̂) as a function of n1 = n2 = n3 in the dense
and dilute O(n) model with n = 1. [JJ: Preliminary. Size

L = 10 being computed. Evaluate exact result for

ni > 2.]

Third, the formula (3) works perfectly well for n

i

> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
↵̂

i

2 C, corresponding in general to complex values of
n

i

. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
V

↵̂2(~r2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then

Z103

Z

⇡ Ĉ(↵̂1, 0, ↵̂3)
✓

r12

r23

◆�
↵̂3��

↵̂1
✓

a

r13

◆�
↵̂1+�

↵̂3

where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence

Z

n1,n3p
Z

n1,n1Zn3,n3

= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z

n

i

,n

j

now denotes the partition function where
loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
the three-point coupling Ĉ remains non-trivial even when

 Consider 

 The geometrical meaning of fusion: as 2 gets close to 3, green and blue loops get 
pinched, and stop contributing to partition function. What’s left are only red loops, i.e. an 
operator with charge       at 2=3  3

z1

z2

z3

(a)

z1

z3

(b)

FIG. 1: Loop weights in the three-point function. (a) Generic
case. Black loops have the bulk weight n, while red, blue and
green loops have weight n1, n2 and n3 respectively. The figure
shows all topologies simultaneously; in reality loops cannot
intersect. (b) The same, but with point z2 sent to infinity.

key idea is that the modified partition function just de-
fined is proportional to the three-point function of the
vertex operators V

↵̂

i

in c  1 Liouville. To make this
into a definite statement we need to impose the correct
normalization of the partition function. We shall keep
this in a concise form by making implicit the insertions
z

i

and abbreviating Z

n

i

,n

j

,n

k

(z1, z2, z3) ⌘ Z

ijk

. We then
have our main result that Z123 is proportional to (5), and
more precisely

Ĉ(↵̂1, ↵̂2, ↵̂3) =

Z123

r
Z000

Z011

Z101Z110

Z202

Z220Z022

Z330

Z033Z303
. (9)

[JJ: Can we write this more compactly? The fol-
lowing is not quite right

Ĉ(↵̂1, ↵̂2, ↵̂3) = Z

n1,n2,n3

3Y

i=0

s
Z

n,n

i

,n

i

Z

n

i

,n

i

,n

Z

n

i

,n,n

i

because we also need to cyclically permute the
positions of the arguments. . . ] The normalization on
the left-hand side corresponds to setting Ĉ(↵̂, ↵̂, 0) = 1.
[JJ: I am momentarily confused about this state-
ment.]HS: this is the only normalization required
in the field theory (together with invariance un-
der ↵ ! Q� ↵)

In order to check these formulas, we have devised a
method to determine three-point couplings numerically
using transfer matrices (see SM for more details). It
turns out more convenient to study models defined on the
square lattice, rather than the honeycomb O(n) model
[16] discussed above. The square-lattice O(n) model
[21] has again dilute and dense phases (representing the
same universality classes). Moreover, we studied the Q-
state Potts model via its equivalent complectely packed

O(n =
p
Q) model on the square lattice [22], which pro-

duces only the dense universality class.
In our numerical scheme, the axially oriented square

lattice is wrapped on a cylinder of circumference L. We
split the cylinder into two halves, each consisting of
M � L rows, and place z1, z2, z3 at the bottom, middle
and top respectively, all at identical horizontal positions.
The boundary conditions at the bottom and top are cho-
sen such that neither z1 nor z3 can be surrounded by a
loop. Then (8) amounts to giving weight n1 (resp. n3) to
non-contractible loops below (resp. above) z2, and weight
n2 to contractible loops that surround z2. All other loops
get weight n. We then determine numerically the corre-
sponding partition functions by acting with the transfer
matrix, and form the ratio corresponding to (9) after the
conformal map from the plane to the cylinder:

Ĉ(↵̂1, ↵̂2, ↵̂3) =
Z123

Z220

r
Z202Z000

Z101Z303
. (10)

We finally compare the values of this ratio with the Li-
ouville result (3). We have found excellent agreement for
a wide range of values of the four loop weights. We shall
now illustrate this by reporting in detail on two cases
which are particularly noteworthy.
The first case corresponds to n1 = n2 = n3, for which

we show results both for the dense (c = 0, percolation)
and dilute (c = 1

2 , Ising model) phases of the O(n) model
with n = 1; see figure 2. We display both the raw results
(10) for sizes L = 4, 5, . . . , 10 and finite-size scaling (FSS)
extrapolations Ĉ(L) = Ĉ(1)+�L

�k obtained from three
consecutive sizes. The FSS exponent k was found to in-
crease monotonically with n

i

—from 1.1 to 2.0 (resp. 0.6
to 2.1) in the dense (resp. dilute) case, for the parameter
values shown—except for n

i

= 1 where Ĉ = 1 exactly for
any L.
Several noteworthy features are visible in figure 2.

First, the agreement with the theoretical curve is excel-
lent for the whole range of n

i

, amounting to at least four
significant digits after FSS extrapolation. Second, the
divergence Ĉ ! �1 as n

i

! �1+, due to a pole in
the theoretical formula, is beautifully reproduced by the
numerics. Note that to reach values near n

i

= �1 re-
quires analytical continuation of ⌥ beyond the domain
of validity of the integral representation (4); see SM for
details. Third, the formula (3) works perfectly well for
n

i

> 2 as well, which corresponds to imaginary values of
the charges ↵̂. We conjecture that (3) applies indeed for
all ↵̂

i

2 C, corresponding in general to complex values
of n

i

. Note however that we need �2  n  2 to en-
sure a critical theory HS: (nothing is known about
complex values of n ).
Repeating the numerics for the Potts loop model, we

still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
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FIG. 3: Ĉ(↵̂1, 0, 0) and Ĉ(0, ↵̂1, 0) as functions of n1 in the
dense and dilute O(n) model with n = 1. The two positions
of the vertex operator V↵̂1—at one extremity or in the middle
of the cylinder—give di↵erent microscopic results, but their
L ! 1 limits agree with the same analytical formula. [JJ:

Same status as Fig. 2.]

two of the charges ↵̂

i

vanish. We have then

Z

n1,np
Z

n1,n1Z
= Ĉ(↵̂1, 0, 0) . (12)

Here, Z

n1,n

is the partition function where loops encir-
cling ~r1 but not ~r3 get a weight n1.

We have checked these interpretations of Ĉ(↵̂1, 0, ↵̂3)
and Ĉ(↵̂1, 0, 0) numerically. The latter case is shown in
Fig. 3. For the Potts model one obtains similar results,
except that now Ĉ/

p
2 when n1 = 0, as can again be

seen from (10) and the splitting of the state space.
Summarizing, the loop model with four di↵erent

weights (see Fig. 1a) gives a consistent interpretation of
the three-point function in c  1 Liouville. It is also
consistent with interpreting Ĉ as an OPE coe�cient.
This can be seen geometrically by considering the limit
r23 ! 0. The amount of loops with weight n2 or n3 is
then negligible, since they would have to be “pinched”
between ~r2 and ~r3. Instead, loops get weight n1 when-
ever they encircle ~r1 or ~r2, and n if they encircle both. In
other words, we recover—up to a numerical factor, and
after subtracting the divergence at ~r2 = ~r3—the two-
point function of operators with charge ↵̂1, which ex-
plains in what sense a continuum of ↵̂1 charges appears
in the fusion of charges ↵̂2 and ↵̂3.

The loop model also gives natural explanations to the
various paradoxes encountered in trying to make c  1
Liouville into a consistent CFT. It is particularly intrigu-
ing that the vertex operator with ↵̂ = 0 is interpreted not
as the identity but as a ‘marking’, a feature very simi-
lar to what happens in the SLE construction. For in-
stance, in the CFT proof [26] of Schramm’s left-passage
formula [27] a point-marking (or “indicator” [26]) op-
erator of zero conformal weight—but distinct from the

identity operator—is used to select the correct confor-
mal block in the corresponding correlation function.

We emphasize (more details in SM) that nothing spe-
cial seems to appear as c ! 1. In particular, the loop
model does not, by itself, produce the singularities in the
three-point function obtained in [30]. This is, from our
point of view, quite expected, since the model in [30] is
obtained as the m ! 1 limit of the A

m

RSOS models,
whose relationship with the loop model is not straight-
forward, and involves a complicated sum over sectors.

We hope to report later on the study of N = 4 point
functions, and to explore, in particular, the possible ge-
ometrical definitions that will be necessary when even
more di↵erent loop weights are introduced. Boundary
extensions of this work also o↵er tantalizing possibilities.

We note to conclude that similar three-point functions
can be defined involving, instead of loops with modified
weights, the so-called watermelon or fuseau [28] opera-
tors. This is the case of magnetic rather than electric
operators in the CG formalism. We have devised in this
case also a way to determine numerically the correspond-
ing three-point couplings, the simplest of which is inter-
preted geometrically as the probability that three points
lie on the same loop. However, the results do not match
formula (3) when the corresponding scaling dimensions
are entered, and seem to correspond to another contin-
uation of the Liouiville results than the one considered
here. We also hope to report on this later (some related
results have appeared in [29]).
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Liouville c<1 as a CFT?  
 In ordinary Liouville, crossing symmetry of four point function and modular invariance 

of one point function have been checked. The two objects involve conformal blocks 
which are a priori different, but between which relations are known to exist [Poghossian 
09, Hadasz et al. 09].

 A similar check has been carried out recently by [Ribault Santachiara] for Liouville c<1.

9 Four point functions in the plane

Four point functions? If we introduce the field ' of weights h = h̄ = 1
16 in the cc = 1 case, we have the

following formula in [2]:

h1/2|'1/2(1, 1)'1/2(⇣, ⇣̄)|1/2i =
⇡

2

4|⇣(1 � ⇣)|1/4|2Re(K(1 � ⇣)K(⇣)|1/2
(9.1)

where K(⇣) is the standard elliptic integral

K(⇣) =
1

2

Z 1

0

dtp
t(1 � t)(1 � ⇣t)

(9.2)

Recall meanwhile that this is obtained by taking the limit

Lim|z|!1|z|4h1/2h'1/2(z, z̄)'1/2(1, 1)'1/2(⇣, ⇣̄)|'1/2(0, 0)i (9.3)

In general, if we have a four point function

h�1|�2(1, 1)�3(⇣, ⇣̄)|�4i = G(⇣) (9.4)

we can easily fin the corresponding result on the cylinder, thanks to the mapping w = iL

2⇡

ln z. We’ll have

Lim
w1!i1,w4!�i1

h�(w1, w̄1)�(0, 0)�(w3, w̄3)�(w4, w̄4)i
h�(w1, w̄1)�(w4, w̄4)i =

✓
2⇡

L

◆4h

exp

✓
4h⇡

L
y3

◆
G(e2⇡y3/L) (9.5)

where we have set w3 = iy3.
In the ordinary Coulomb gas, we can take this formula with exponentials, and we will find

Lim
w1!i1,w4!�i1

heie�(1)e�i✏�(2)eie�(3)e�ie�(4)i
heie�(1)e�ie�(4)i =

✓
2⇡

L

◆4h

exp

✓
4h⇡

L
y3

◆ ✓
1

1 � e�2⇡y3/L

◆4h

(9.6)

This can be test of the numerical method. For this, we must first interpret the left hand side in terms of loop
configurations. This is laborious but straightforward: a loop encircling a set of charges e

i

gets the weight
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9 Four point functions in the plane

Four point functions? If we introduce the field ' of weights h = h̄ = 1
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and setting
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one has the recursion (where H0(�) = 1):

H
L

(�) =
X

mnL

R
mn

(↵)

� � �
mn

H
L�mn

(�
m,�n

) (10.6)

The R
mn

’s are known. Setting

r
mn

= 2
mY

k=1�m

nY

l=1�n

(kb + lb�1), (k, l) 6= (0, 0), (k, l) 6= (m, n) (10.7)

one has

R
mn

(↵) = r�1
mn

Y

k,l

✓
Q

2
� ↵ � ↵

kl

◆
(10.8)
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k = �(2m � 1), �(2m � 3), . . . , (2m � 3), (2m � 1)

l = �(2n � 1), �(2n � 3), . . . , (2n � 3), (2n � 1) (10.9)

We have
�(↵) = ↵(Q � ↵) (10.10)

and recall that in ordinary Liouville the spectrum is made of charges ↵ = Q

2 + iP .
The first non trivial term for instance is

H1 =
R11

� � �11
=

1

2�
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in agreement with (10.3).
In general, we expect, for the one point function,
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where �
P

= Q

2

4 + P 2, so this reads as well
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The constants are
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i�↵/b ⌥0⌥(2↵)⌥(2iP )⌥(�2iP )

⌥2(↵)⌥(↵ + 2iP )⌥(↵ � 2iP )
(10.14)

Note that in the usual notations this is C
⇣
↵, Q

2 + iP, Q

2 � iP
⌘
. The behavior in the limit q ! 0 should be

dominated by the region of small momentum, and therefore, to leading order in q, we expect

hV
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i / C
Q

2

↵,

Q

2

|q|�1/12 (10.15)

Note that in all these expressions, we have factored out the trivial dependence of the one point function on
the radius of the cylinder - corresponding formally to setting !1 = 2⇡. Otherwise, we’d have an additional

factor
⇣

2⇡

!1

⌘�2�(↵)
. This is due to the result proven in Cardy’s papers that - in his usual notations -
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✓
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◆
x

j
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i

�s

k
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Since the three point functions are known exactly, an expansion of the one point functions 	

in powers of q follows if one knows the spectrum 

 We can meanwhile determine numerically what we believe is the one point function in 
the loop model 

4

-1 0 1 2 3 4
ni

-1

-0.5

0

0.5

1

C(
α,
α,
α)

L=4
L=5
L=6
L=7
L=8
L=9
L=10
Exact

Dense O(n) model

-1 0 1 2 3 4
ni

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1

Dilute O(n) model

FIG. 2: Ĉ(↵̂, ↵̂, ↵̂) as a function of n1 = n2 = n3 in the dense
and dilute O(n) model with n = 1. [JJ: Preliminary. Size

L = 10 being computed. Evaluate exact result for

ni > 2.]

Third, the formula (3) works perfectly well for n

i

> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
↵̂

i

2 C, corresponding in general to complex values of
n

i

. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
V

↵̂2(~r2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then

Z103

Z

⇡ Ĉ(↵̂1, 0, ↵̂3)
✓

r12

r23

◆�
↵̂3��

↵̂1
✓

a

r13

◆�
↵̂1+�

↵̂3

where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence

Z

n1,n3p
Z

n1,n1Zn3,n3

= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z

n

i

,n

j

now denotes the partition function where
loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
the three-point coupling Ĉ remains non-trivial even when

so

↵̂ =
e

2
p

g
+

Q̂

2
=

e

2
p

g
+

b̂�1 � b̂

2

The symmetry ↵̂ ! Q̂ � ↵̂ corresponds to e ! �e.

Z123 ⌘ Z
n1n2n3(1, 2, 3)

Z022 ⌘ Z
n,n2,n2(1, 2, 3)

n1

n2

n3
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 So far… it doesn’t seem to work beyond the long torus (cylinder) limit. 
 The alternative is to study the four point function in loop models, which doesn’t seem to 
work either. In both cases there are ambiguities : eg for the four point function, how to 
define the weights of loops encircling some points and not others.  And for the torus, 
what to do with non-contractible loops, that is, roughly, what’s the spectrum of the 
‘physical theory’ if any. Note that Liouville-like theories have only scalar (          ) primary	

fields, in contrast with the ‘natural’ loop model … Work in progress.
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Ĉ(↵̂1, ↵̂, ↵̂3)V↵̂1

c ! 1

� =
n2

4

� =
1

4

✓
ep
g

+ m
p

g

◆2

, e ⇠ gm

n = �2 cos ⇡g : e
i

= g ! n
i

= �n

� = �̄

22

4

-1 0 1 2 3 4
ni

-1

-0.5

0

0.5

1

C(
α,
α,
α)

L=4
L=5
L=6
L=7
L=8
L=9
L=10
Exact

Dense O(n) model

-1 0 1 2 3 4
ni

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1

Dilute O(n) model
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. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
V

↵̂2(~r2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then

Z103

Z
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where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence

Z

n1,n3p
Z

n1,n1Zn3,n3

= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z

n
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,n

j

now denotes the partition function where
loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
the three-point coupling Ĉ remains non-trivial even when
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FIG. 2: Ĉ(↵̂, ↵̂, ↵̂) as a function of n1 = n2 = n3 in the dense
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L = 10 being computed. Evaluate exact result for

ni > 2.]

Third, the formula (3) works perfectly well for n

i

> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
↵̂

i

2 C, corresponding in general to complex values of
n

i

. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
V

↵̂2(~r2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then
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where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence

Z

n1,n3p
Z

n1,n1Zn3,n3

= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z

n
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,n

j

now denotes the partition function where
loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
the three-point coupling Ĉ remains non-trivial even when
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FIG. 2: Ĉ(↵̂, ↵̂, ↵̂) as a function of n1 = n2 = n3 in the dense
and dilute O(n) model with n = 1. [JJ: Preliminary. Size

L = 10 being computed. Evaluate exact result for

ni > 2.]

Third, the formula (3) works perfectly well for n

i

> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
↵̂

i

2 C, corresponding in general to complex values of
n

i

. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
V

↵̂2(~r2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then
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where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence

Z

n1,n3p
Z

n1,n1Zn3,n3

= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z
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now denotes the partition function where
loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
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Third, the formula (3) works perfectly well for n

i

> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
↵̂

i

2 C, corresponding in general to complex values of
n

i

. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
V

↵̂2(~r2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then
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where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence

Z

n1,n3p
Z

n1,n1Zn3,n3

= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z

n

i

,n

j

now denotes the partition function where
loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
the three-point coupling Ĉ remains non-trivial even when
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Third, the formula (3) works perfectly well for n

i

> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
↵̂

i

2 C, corresponding in general to complex values of
n

i

. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor
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2 in

this case.
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remaining object is a two-point function, equal to zero by
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not exhibit this feature at all, and the function Ĉ remains
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ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
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normalized quantity, where the (unknown) lattice cuto↵
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[YI: Ca contredit l’ordre radial...]. The fraction of
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points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
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FIG. 2: Ĉ(↵̂, ↵̂, ↵̂) as a function of n1 = n2 = n3 in the dense
and dilute O(n) model with n = 1. [JJ: Preliminary. Size

L = 10 being computed. Evaluate exact result for

ni > 2.]

Third, the formula (3) works perfectly well for n

i

> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
↵̂

i

2 C, corresponding in general to complex values of
n

i

. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.

Let us point out that for generic (n1, n2, n3), the par-
tition function Z

n1,n2,n3 cannot be encoded in the local
vertex model equivalent to the O(n) model. Indeed, in
the former, Z

n1,n2,n3 can only be obtained by introducing
a twist factor e

±i⇡e1 (resp. e

±i⇡e3) associated to the ar-
row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n

i

> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n

i

= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to

p
2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor

p
2

was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n

i

= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor

p
2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
V

↵̂2(~r2) is a marking operator, distinct from the identity,
despite the fact that �

↵̂2 = 0. The three-point function
(5) is then
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where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence

Z

n1,n3p
Z

n1,n1Zn3,n3

= Ĉ(↵̂1, 0, ↵̂3) , (11)

where Z

n

i

,n

j

now denotes the partition function where
loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
the three-point coupling Ĉ remains non-trivial even when
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Third, the formula (3) works perfectly well for n
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> 2
as well, which corresponds to imaginary values of the
charges ↵̂. We conjecture that (3) applies indeed for all
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i

2 C, corresponding in general to complex values of
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. For n 2 R, we need �2  n  2 to ensure a critical
theory; nothing is known about complex values of n.
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row flux through the cut C12 (resp. C23), and this forces
n2 to take one of the four values �2 cos ⇡(g ± e1 ± e3).
In terms of the CG approach of [20], this corresponds to
a three-point function satisfying the neutrality condition
with one type of screening charges. Hence, going beyond
this case is only possible in the non-local loop model.

Repeating the numerics for the Potts loop model, we
still find excellent agreement for n
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> 0. For n

i

< 0
we have very large FSS e↵ects, but going to large sizes
(L = 16) the extrapolation still gives a decent agreement
with the theoretical formula. Right at n
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= 0, and only
there, one can check with great accuracy that the nu-
merical data converge to
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2Ĉ (and not to Ĉ as usual).

This is precisely the case considered in [14, 15], where
(5) is interpreted as the probability that the three points
~r1,~r2,~r3 belong to the same FK cluster. The factor
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was also encountered in [14, 15], but we disagree with
these authors about its analytical origins. Instead, one
can show [23],[24] that the space of states on which the
transfer matrix is acting splits, when n
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= 0 and only

then, into two isomorphic subspaces, which are techni-
cally irreducible representations of the lattice (periodic
Temperley-Lieb) algebra underlying the dynamics of the
model; see SM for more details. Numerical methods and

their associated normalizations measure the three-point
constant within one subspace only, while, by analyticity,
the Liouville result holds for the whole space of states.
This leads, by easy considerations on (10), to a measured
three-point constant which is too large by a factor
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2 in

this case.
The second case we consider in some detail here is when

one of the charges vanishes, say ↵̂2 = 0. The vertex oper-
ator then has �

↵̂2 = 0. In ordinary CFT, this would im-
ply that this operator is in fact the identity, and that the
remaining object is a two-point function, equal to zero by
conformal invariance, unless ↵̂1 = ↵̂3. However, (3) does
not exhibit this feature at all, and the function Ĉ remains
highly non-trivial even when one of the arguments van-
ishes [25]. We still have Ĉ(↵̂, 0, ↵̂) = 1, compatible with
the normalization of two-point functions, but in general
Ĉ(↵̂1, 0, ↵̂3) 6= 0. This will be illustrated numerically
below.

To discuss the corresponding geometrical meaning, we
consider the loop model with n2 = n. According to
Fig. 1a the weight of a loop encircling ~r1 (or ~r3) depends
on whether it also encircles ~r2. In that sense, point ~r2

is not invisible at all, and the corresponding operator
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where we have, for the time being, considered an un-
normalized quantity, where the (unknown) lattice cuto↵
appears explicitly. It is then interesting to send ~r2 !1
[YI: Ca contredit l’ordre radial...]. The fraction of
loops encircling both ~r2 and at least one of the other two
points becomes negligible, so we get rid of the marked
point. The first scale factor above disappears, we can
then get rid of the second one by normalizing with the
two point function. Hence
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loops encircling ~r1 (resp. ~r3) get weight n1 (resp. n3),
while those encircling both points get weight n.

Alternatively, and more generally, we can keep n2

generic (so that �
↵̂2 no longer vanishes), send ~r2 !1 as

before, but choose the microscopic boundary conditions
so that no loop can encircle ~r2. Then loops encircling
both ~r1 and ~r3 then get the non-trivial weight n2, and
the ratio (11) produces Ĉ(↵̂1, ↵̂2, ↵̂3) This situation is
depicted in Fig. 1b.

We can also simplify (11) even further by noticing that
the three-point coupling Ĉ remains non-trivial even when

truly has a pole because the in and out states 	

have zero norm square

This can be seen on the lattice thanks to representation theory of the (agumented) affine Temperley 
Lieb algebra.

A good example is provided by the module with zero through lines 

this action is zero whenever the affine diagrams obtained have a number of through lines less than 2j.
Furthermore, for a given non-zero value of j, it is possible using the action of the algebra, to cyclically
permute the free sites: this gives rise to the introduction of a pseudomomentum K. Whenever 2j
through-lines wind counterclockwise around the annulus l times, we can decide to unwind them at
the price of a factor e2ijlK ; similarly, for clockwise winding, the phase is e−i2jlK [36, 38].This action
gives rise to a generically irreducible module, which we denote by Wj,e2iK . In the parametrization

(t, z) chosen in [39], this corresponds to t = 2j and the twist parameter z2 = e2iK .
The dimensions of these modules Wj,e2iK over Ta

2L(m) are then given by

d̂j =

(

2L

L+ j

)

, j > 0. (3.6)

Note that the numbers do not depend on K (but representations with different eiK are not isomor-
phic). These generically irreducible modules Wj,e2iK are known also as standard (or cell) Ta

N (m)-
modules [39].

Keeping q generic, degeneracies in the standard modules appear whenever

e2iK = q2j+2k, k is a strictly positive integer. (3.7)

The representationWj,q2j+2k then becomes reducible, and contains a submodule isomorphic toWj+k,q2j .

The quotient is generically irreducible, with dimension d̂j− d̂j+k. The degeneracy (3.7) is well-known
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Figure 10: The basis states of W0, W1 for L = 4 and W2 for L = 8.

4.2 Representations of PTLL

4.2.1 The spaces W
`

and the TL scalar product

Under the action of the above algebra, the bottom arches are left unchanged, while
the number of legs never increases. This suggests to define the action of PTL

L

on
the “top-half” of the diagram only. For this, we now consider a circle with L marked
points, with a cutline connecting the origin to the exterior of the circle. Equivalently,
we can place the points on a horizontal segment, with periodic conditions across a
vertical cutline.

Definition 5. A state a (also denoted |ai) is a set of non-intersecting lines drawn

in the lower-half plane, with some lines (arches) connecting (L� 2`) marked points

among themselves, and 2` vertical labelled lines (legs) attached to the remaining

marked points, so that the labels form a cyclic permutation of (1, 2, . . . 2`), and a leg

attached to the point j 2 {1, . . . , L} carries a label with the same parity as j.

In particular, the top-half of a diagram w, consisting in the arches on the top
boundary of w together with the legs of w, defines a state. If we fix the number of
legs, we get a representation of PTL

L

:

Definition 6. The representation W
`

is defined as the geometric action of PTL
L

on the vector space generated by the states with 2` legs, where the contraction of any

two legs gives zero.

Definition 7. The space W = W0 � W1 � W2 � . . . is equipped with a bilinear,

symmetric form h· , ·i, defined as follows. Let a and b be two states with `
a

and `
b

legs, respectively. Consider the set of lines g(a, b) obtained by gluing the reflection
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this action is zero whenever the affine diagrams obtained have a number of through lines less than 2j.
Furthermore, for a given non-zero value of j, it is possible using the action of the algebra, to cyclically
permute the free sites: this gives rise to the introduction of a pseudomomentum K. Whenever 2j
through-lines wind counterclockwise around the annulus l times, we can decide to unwind them at
the price of a factor e2ijlK ; similarly, for clockwise winding, the phase is e−i2jlK [36, 38].This action
gives rise to a generically irreducible module, which we denote by Wj,e2iK . In the parametrization

(t, z) chosen in [39], this corresponds to t = 2j and the twist parameter z2 = e2iK .
The dimensions of these modules Wj,e2iK over Ta

2L(m) are then given by

d̂j =

(

2L

L+ j

)

, j > 0. (3.6)

Note that the numbers do not depend on K (but representations with different eiK are not isomor-
phic). These generically irreducible modules Wj,e2iK are known also as standard (or cell) Ta

N (m)-
modules [39].

Keeping q generic, degeneracies in the standard modules appear whenever

e2iK = q2j+2k, k is a strictly positive integer. (3.7)

The representationWj,q2j+2k then becomes reducible, and contains a submodule isomorphic toWj+k,q2j .

The quotient is generically irreducible, with dimension d̂j− d̂j+k. The degeneracy (3.7) is well-known
[38, 39] 2. When q is a root of unity, there are infinitely many solutions to the equation (3.7), leading
to a complex pattern of degeneracies to which we turn below.

The case j = 0 is a bit special. There is no pseudomomentum, but representations are still charac-
terized by another parameter, related with the weight given to non contractible loops. Parametrizing
this weight as z + z−1, the corresponding standard module of Ta

2L(m) is denoted W0,z2 and has

dimension
(2L
L

)

.

We now specialize to the Jones–Temperley–Lieb algebra JTLN (m). In this case, the rule that
winding through-lines can simply be unwound means that the pseudomomentum must satisfy jK ≡
0 mod π [37]. All possible values of the parameter z2 = e2iK are thus j-th roots of unity (z2j = 1, [41]).
The kernel of the homomorphism ψ described by (3.2) and (3.3) (and the ideal in Ta

N (m) generated
by uN − 1, in particular) acts trivially on these modules if j > 0. In what follows, we will thus use
the same notation Wj,z2 , with j > 0, for the standard JTLN (m)-modules. We note that two standard
JTLN -modules having only different signs in the z parameter are isomorphic.

If j = 0, requiring the weight of the non contractible loops to be m as well leads to the Ta
N (m)-

module W0,q2 which is reducible even for generic q – it contains a submodule isomorphic to W1,1.
Meanwhile, on the standard module W0,q2 the kernel of the homomorphism ψ is non-trivial: the
standard module over JTLN (m) for j = 0 is obtained precisely by taking the quotient W0,q2/W1,1 as
in [39]. This module is now simple for generic q, has the dimension

d̂0 =

(

2L

L

)

−
(

2L

L− 1

)

and is denoted by W0,q2 . The standard JTL
au
N -module is W0,q2 of dimension

(2L
L

)

.

2Note that the twist term in [40], which was denoted there q2t, reads in these notations as e2iK . It corresponds to
z2 in the Graham–Lehrer work [39], and to the parameter x in the work of Martin–Saleur [38]. The case where k = 1
is special, and related with braid translation of the blob algebra theory. We note that in the JTL

au
N case, 2j lines going

around the cylinder pick up a phase ei2jK = 1. In [38], this corresponds to αh = xh = 1.
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From the continuum theory point of view, the vanishing of the norm can be understood since the 
conformal weights of the corresponding operators are formally given by          (in Kac’ conventions) 
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 The measures of three point couplings involving mixtures of electric and magnetic 
operators, or purely magnetic operators, give however finite results! So far we don’t 
know how to obtain them analytically.



 We know some stuff however, for instance [Estienne, Ikhlef,2015] if 
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3.3.6 OPE coe�cients

Using (3.57), (3.73) and (3.84), we can extract a ratio of OPE coe�cients, and if we
denote �2 = �

↵3,↵̄3 and �3 = �
↵4,↵̄4 , we get
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(3.85)

This formula immediately applies to the loop model CFT, since the latter satisfies
the assumptions made in the beginning of this section. Like in (3.57), although it
is valid in the presence of electromagnetic operators W

me

, it only gives a recursion
relation on the electric charge.

Equation (3.85) is a functional relation satisfied by the OPE coe�cients. One can
check that the RHS of (3.85) is what one would get if one replaced C(. . .�

↵i,↵̄i . . . )
by

p
CL(. . .V↵i . . . )CL(. . .V↵̄i . . . ). However, unlike the Liouville theory where two

functional relations (coming from the degeneracy of �12 and �21) determine uniquely
the solution CL, in our situation the field �21 is absent from the spectrum, and we
only have one functional relation, which only determines the OPE coe�cients up to
a periodic factor.

3.3.7 Application to the loop model

When specialised to the TL loop model, (3.85) yields, in particular, the ratio

C(W10,W10,W12)

C(W10,W10,W10)
=
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which is checked numerically in Sec. 3.4. Besides the precise expression of the ratio,
it is important to notice the non-vanishing of the numerator:

C(W10,W10,W12) 6= 0 for 0 < n < 2 . (3.87)

Indeed, since W12 has conformal dimension h12 in the holomorphic sector, one could
have expected that it obeys fusion rules of the form W12 ⇥ V

↵,↵̄

! V
�,�̄

, with
� = ↵ ± ↵+/2, whereas this rule is clearly violated by C(W10,W10,W12). As we
shall see in Sec. 4, this is due to the presence of a logarithmic partner for W10.

3.4 Numerical checks

Using a numerical algorithm based on transfer-matrix diagonalisation (see Ap-
pendix D), we have computed numerically the OPE coe�cients in the TL loop
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Figure 8: Numerical data for the ratio C(W10,W10,W12)/C(W10,W10,W10), com-
pared to the expression (3.86).

Figure 9: Two distinct diagrams of PTL
L=4 (see Definitions 1, 2 and 3). The top and

bottom boundaries of the annulus are drawn as full lines, whereas periodic boundary
conditions are assumed across the dotted lines. The parity of the left diagram is
✏ = 1, and the parity of the right diagram is ✏ = �1 (see Definition 4).
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Back to LCFTs 

 The DOZZ formula and its c<1 extension are obtained by exploiting the fact that 
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are both degenerate at level two, and by setting the corresponding null vector to zero [Teschner].

4. Conformal bootstrap in the GMM

Even for the formal continuous fields Φα, the null vector decoupling drastically affects the form of
operator product expansions. In particular, Eqs. (31) imply that

Φ1,2Φα = C(M)
+ (α)[Φα+β/2] + C(M)

− (α)[Φα−β/2],

Φ2,1Φα = C̃(M)
+ (α)[Φα−β−1/2] + C̃(M)

− (α)[Φα+β/2],
(41)

where C(M)
± (α) = CM(α1,2, α, α±β/2) and C̃(M)

± (α) = CM(α2,1, α, α∓β/2) are special structure constants,
related to the continuous function CM(α1, α2, α3) through appropriate specializations.

Below, we follow the standard technique of finite-dimensional bootstrap, developed in [5] and many
subsequent works. The calculations, which follow the Liouville-related developments by Teschner [9] almost
literally, result in two functional relations for CM(α1, α2, α3):

C(M)
+ (α1)CM(α1 + β/2, α2, α3)

C(M)
− (α1)CM(α1 − β/2, α2, α3)

= − (1 − β2 − 2α1β)2γ(β2/2 + (α3 + α1 − α2)β)
γ2(β2 + 2α1β)γ(β2/2 + (α2 + α3 − α1)β)

×

× γ(β2/2 + (α1 + α2 − α3)β)
γ(2 − 3β2/2 − (α1 + α2 + α3)β)

, (42)

C̃(M)
+ (α1)CM(α1 − β−1/2, α2, α3)

C̃(M)
− (α1)CM(α1 + β−1/2, α2, α3)

= − (1 − β−2 + 2α1β−1)2γ(β−2/2 − (α3 + α1 − α2)β−1)
γ2(β−2 − 2α1β−1)γ(β−2/2 − (α2 + α3 − α1)β−1)

×

× γ(β−2/2 − (α1 + α2 − α3)β−1)
γ(2 − 3β−2/2 + (α1 + α2 + α3)β−1)

. (43)

We first use these equations to recover explicit expressions for the special structure constants C(M)
± (α)

and C̃(M)
± (α). We take α1 = α3 = α and α2 = β/2. With (42), this results in

(
C(M)

+ (α)

C(M)
− (α)

)2

=
γ(2αβ)γ(2 − β2 − 2αβ)

γ(2 − 2β2 − 2αβ)γ(β2 + 2αβ)
. (44)

Similarly, (43) gives
(

C̃(M)
+ (α)

C̃(M)
− (α)

)2

=
γ(−2αβ−1)γ(2 − β−2 + 2αβ−1)

γ(2 − 2β−2 + 2αβ−1)γ(β2 − 2αβ−1)
. (45)

Substituting (44) in (42), we obtain a closed functional relation for CM(α1, α2, α3),

CM(α1 + β, α2, α3)
CM(α1, α2, α3)

=
γ(β2 + (α1 + α2 − α3)β)γ(β2 + (α3 + α1 − α2)β)
γ((α2 + α3 − α1)β)γ(2 − 2β2 − (α1 + α2 + α3)β)

×

×(γ(β2 + 2α1β)γ(2β2 + 2α1β)γ(−1 + 2β2 + 2α1β)γ(−1 + 3β2 + 2α1β))−1/2. (46)

The second functional relation, which is combined from (43) and (45), differs from the first by the simple
substitution β → −β−1:

CM(α1 − β−1, α2, α3)
CM(α1, α2, α3)

=
γ(β−2 − (α1 + α2 − α3)β−1)γ(β−2 − (α3 + α1 − α2)β−1)
γ(−(α2 + α3 − α1)β−1)γ(2 − 2β−2 + (α1 + α2 + α3)β−1)

×

× (γ(β−2 − 2α1β
−1)γ(2β−2 − 2α1β

−1)×

× γ(2β−2 − 2α1β
−1 − 1)γ(3β−2 − 2α1β

−1 − 1))−1/2. (47)
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Solution is unique for        not rational
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The numerical checks of the formula suggest that in the loop model, this holds indeed. 	

The question is not clear from the point of view of LCFTs. Does the same hold for          ?          	
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How about                    ?
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 A little mystery: discretizations of sine-Liouville (Witten’s cigar theory), are known 
both in its ordinary regime c>2  [Ikhlef, Jacobsen,Saleur 2012] as well as its c<2 regime. 
So far we don’t know any  lattice model for ordinary Liouville.

Conclusions 

 We have to put together aspects of Liouville with the algebraic aspects of fusion etc. 	

Can we build LCFTs as Liouville at c<1 + zero modes? 	

[Felstadt, Fuchs, Hwang,Semikhatov,Tipunin]


