
CFTs and associative algebras

Physics is mathematical not because we know so much about the physical world, but because we know  
so little; it is only its mathematical properties that we can discover.

(Bertrand Russell)



Why CFTheorists are interested in 
associative algebras

 2 dim Critical statistical mechanics systems like the Ising model 
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 have critical points where  

correlation functions of local observables decay as power laws 
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scaling dimension

properties become universal and can be described by  

conformal field theory 

(which means in particular that correlation functions have nice properties under conformal transformations)

For a physicist  CFT involves pretty much two technical aspects  

• The Virasoro algebra and its representation theory  
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(infinite dimensional Lie algebra with central extension)

• The conformal bootstrap and fusion



example:
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this gets formalized in the language of vertex algebras and so called OPE algebras (Kapustin Orlov, Rosellen) 

 There are reasons why it is important to understand better these two aspects directly on 
the lattice - where, for instance, the conformal symmetry cannot be exact. 

one of these reasons is that we don’t understand  
much to Logarithmic CFT (non semi-simple cases)

In quantum field theory,  unitarity is mandatory. It implies semi-simplicity, and, in many cases,
allows full classification of Virasoro modules that can appear (e.g. c<1 classification, Friedan Qiu Shenker, 
Rocha Caridi, Feigin Fuchs)

In statistical mechanics, there is no such constraint. Percolation, Self-avoiding walks,disordered electronic systems
all correspond to non-unitary CFTs. This translates into non semi-simple Virasoro representation theory. And Virasoro
is wild  (Germoni). 

The hope is that we can understand what kind of algebraic properties to expect in the CFT from those we 
can investigate analytically/numerically on the lattice. That’s the “associative algebraic approach to LCFT”
 (Read Saleur 2001) 



 Indeed an analysis of  2D critical statistical mechanics systems from a Hamiltonian point of view 
(transfer matrix) suggests that (in simple models like Ising or percolation) Z = 1
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the stress energy tensorthe elementary Temperley-Lieb  
generator

there is a lot to say about this 
little  of it is rigorous   

quite a bit of it is numerical 

….but we know how it should work

The dream is to define and understand a sort of limit process (thermodynamic+continuum limit) where the 
(enveloping algebra of the)Virasoro algebra can be realized in terms of TL generators acting on an 

infinite statistical mechanics system.

(Koo Saleur 93)
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The  open case

 In CFT, there are really two Virasoro algebras              . That’s because physical fields               
are non chiral.  
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 There is however a situation where physical fields are chiral, the so called 
Boundary CFT (BCFT) (Cardy).  

this should correspond to the ordinary TL algebra 
6
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Figure 3. The diagrammatic version of the relation eiei+1
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Beijing, 2011 where some of our results (those on the direct limit of finite TL categories
and the relation to the Virasoro algebra) were presented.

2. Fusion in TL-mod categories

The (finite) Temperley–Lieb (TL) algebra TLN(m) is an associative algebra over C
generated by unit 1 and ej, with 1  j  N � 1, satisfying the defining relations

e2j = mej,

ejej±1

ej = ej,(2.1)

ejek = ekej (j 6= k, k ± 1).

This algebra has a well-known faithful diagrammatical representation in terms of non-
crossing pairings on a rectangle with N points on each of the opposite sides. Multipli-
cation is performed by placing two rectangles on top of each other, and replacing any
closed loops by a factor m. While the identity corresponds to the diagram in which each
point is directly connected to the point above it, the generator ei is represented by the
diagram, see Fig. 2, where the points i on both sides of the rectangle are connected to the
point i+1 on the same side, all other points being connected like in the identity diagram.
The defining relations are easily checked by using isotopy ambient on the boundary of
the rectangle, see Fig. 3.
We will often omit mentioning the parameter m and write simply TLN as the replace-

ment for TLN(m).

2.1. Towers of the TL algebras. The important ingredient of our constructions below
are towers of the TL algebras. In terms of the diagrams, we can naturally construct two
kinds of towers.

• The first one is standard, it uses the standard embeddings of the algebras:

(2.2) TLN
◆����! TLN+1
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 Standard modules              have dimension 
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Proposition 2.2.2. Let ⇥f denote the N-graded bilinear tensor product on C as defined

for each pair (N
1

, N
2

) 2 N ⇥ N in (2.4) and (2.5). It is equipped with an associator

satisfying the pentagon identity.

Note that we do not have the tensor unit in C, as we do not have the zero grade. Let
us call such a category (a monoidal category weaken by removing the tensor unit axioms)
as a semi-group category.

For the later use, we will need the structure of a highest-weight category on CN and
we recall below few standard facts from the representation theory of TLN(q+ q�1).

2.3. Standard and projective TL modules. We also recall the standard TLN(m)
modules Wj[N ] of the weight x  j  N/2, where x = 1

2

(N mod 2). First, we need
to introduce “half-diagrams” (usually called link states) obtained from Temperley-Lieb
diagrams (i.e., non-crossing pairings on a rectangle with N points on each of the opposite
sides) and cutting these diagrams horizontally in the middle. Each half has N points:
some of them are connected by arcs, and some others are not connected to anything.
The latter are often called through-lines (or defects). The algebra acts in the obvious
diagrammatic way by concatenating Temperley-Lieb diagrams with link states, elimi-
nating all loops in price of multiplying the diagram by mn, where n is the number of
loops, and keeping track of the connectivities using isotopy. It is clear that the num-
ber of through-lines cannot increase under the action of the algebra. Standard modules
Wj[N ] are obtained by letting the algebra act as usual when the number of through-
lines – denoted by 2j – is conserved, and setting this action to zero when the number of
through-lines decreases. It is well known that these modules are irreducible for q generic,
while their dimension is given by di↵erences of binomial coe�cients

(2.7) dj[N ] =

✓
N

N
2

+ j

◆
�

✓
N

N
2

+ j + 1

◆
.

It is well-known [38] that the category of finite-dimensional TLN modules is a highest-
weight category, i.e., it has a special class of objects – the standard modulesWj[N ] – with
morphisms only in one direction (there is a homomorphism from Wk[N ] to Wj[N ] only if
k � j) and the projective and invective modules have a nice filtration with sections given
by the standard and costandards modules, respectively, see more details in [39] . When
q is generic (not a root of unity) then the category is semi-simple and the structure of a
highest-weight category is trivial.
Let q = ei⇡/p for integer p � 2 and set s ⌘ s(j) = (2j + 1) mod p, we then recall

the subquotient structure of Wj[N ], which was studied in many works from di↵erent
perspectives [24, 29, 38, 40] (though we use slightly di↵erent conventions here). The
standard modules with s(j) = 0 are simple. For non-zero s(j) there is a non-trivial
homomorphism from Wk[N ] to Wj[N ] only if k = j or k = j + p� s, and in the second
case:

�j : Wj+p�s[N ] ! Wj[N ]

with ker�j given by the socle of Wj+p�s[N ] and im�j is the socle of Wj[N ] and is
isomorphic to the head of Wj+p�s[N ]. Note that �j exists only if 2(j + p� s)  N . We
thus have the subquotient diagram (for non-zero s)

Wj[N ] = Xj[N ] �! Xj+p�s[N ]
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Kac formula 

For these values of conformal weight, Verma module      admits one singular vector at level   
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their highest weight vector. These modules Vh admit singular vectors i↵ their conformal
weights are of the form

(7.3) hrs =
[pr � (p� 1)s]2 � 1

4p(p� 1)

with r, s 2 Z
+

. The first singular vector appears at level rs, that is, with L
0

eigenvalue
given by hrs + rs = hr,�s. For generic central charge, these modules admit a unique
singular vector. The corresponding Kac module is then defined as the quotient of the
two Verma modules with hrs and hrs+rs: Kr,s ⌘ Vhr,s/Vhr,�s . This module is irreducible
when the central charge is generic. More generally, the Kac module Krs is defined as the
submodule of the Feigin-Fuchs module [48] FFrs generated by the subsingular vectors of
grade strictly less than rs.
We define then a certain abelian C-linear category of Vp representations which is

a highest-weight category with the standard objects given by the Kac modules K
1,n,

with n 2 N
+

, and where indecomposable projective objects admit non-diagonalizable
action of L

0

and are filtered by the Kac modules and the length of the filtration is
two. Here, the projective covers (those which are reducible) are the so-called staggered

modules [49, 50], which means an extension of two highest-weight modules such that
the action of L

0

is non-diagonalizable, and whose subquotient structure has a diamond
shape, for jmod p 6= kp�1

2

with k = 0, 1,

P
1,2j+1

:

h1,2j+1•

��   

h1,1+2(j�s)•

��

h1,1+2(j+p�s)•

~~

h1,2j+1•

for j � p

2
,

(7.4)

where recall s ⌘ s(j) = (2j+1) mod p, and the nodes ‘•’ together with conformal weights
h
1,j denote irreducible Vp subquotients. We note that the modules with this subquotient

structure and the requirement that the action of L
0

is non-diagonalisable on them are
unique up to an isomorphism for the central charges c(p) and integer p � 3, see [49]. We
denote such an abelian category (generated by the staggered modules) as Virp.
By a direct comparison of the projective objects in Virp and in C1 for q = ei⇡/p

described in Sec. 5.9.3 we establish an isomorphism between the Hom spaces in both the
categories and eventually the following equivalence.

Proposition 7.1. There exists an equivalence of abelian C-linear categories C1 for q =
ei⇡/p from Sec. 5.9.3 and Virp such that the simple objects Xj are identified with irreducible

representations of the the conformal weight h
1,2j+1

, the standard objects Wj are identified

with the Kac modules K
1,1+2j, and the projective covers Pj with the staggered modules

P
1,2j+1

, for j 2 1

2

N.
This equivalence has an interesting interpretation from the physics point of view, as

already mentioned in the introduction. When |m|  2, statistical mechanics models
whose Boltzmann weights are built using representations of the Temperley–Lieb alge-
bra are heuristically known to be critical, and have their scaling limit “described” by
conformal field theories, with central charge (7.1) if we parametrize m = q + q�1 with
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Proposition 2.2.2. Let ⇥f denote the N-graded bilinear tensor product on C as defined

for each pair (N
1

, N
2

) 2 N ⇥ N in (2.4) and (2.5). It is equipped with an associator

satisfying the pentagon identity.

Note that we do not have the tensor unit in C, as we do not have the zero grade. Let
us call such a category (a monoidal category weaken by removing the tensor unit axioms)
as a semi-group category.

For the later use, we will need the structure of a highest-weight category on CN and
we recall below few standard facts from the representation theory of TLN(q+ q�1).

2.3. Standard and projective TL modules. We also recall the standard TLN(m)
modules Wj[N ] of the weight x  j  N/2, where x = 1

2

(N mod 2). First, we need
to introduce “half-diagrams” (usually called link states) obtained from Temperley-Lieb
diagrams (i.e., non-crossing pairings on a rectangle with N points on each of the opposite
sides) and cutting these diagrams horizontally in the middle. Each half has N points:
some of them are connected by arcs, and some others are not connected to anything.
The latter are often called through-lines (or defects). The algebra acts in the obvious
diagrammatic way by concatenating Temperley-Lieb diagrams with link states, elimi-
nating all loops in price of multiplying the diagram by mn, where n is the number of
loops, and keeping track of the connectivities using isotopy. It is clear that the num-
ber of through-lines cannot increase under the action of the algebra. Standard modules
Wj[N ] are obtained by letting the algebra act as usual when the number of through-
lines – denoted by 2j – is conserved, and setting this action to zero when the number of
through-lines decreases. It is well known that these modules are irreducible for q generic,
while their dimension is given by di↵erences of binomial coe�cients

(2.7) dj[N ] =

✓
N

N
2

+ j

◆
�

✓
N

N
2

+ j + 1

◆
.

It is well-known [38] that the category of finite-dimensional TLN modules is a highest-
weight category, i.e., it has a special class of objects – the standard modulesWj[N ] – with
morphisms only in one direction (there is a homomorphism from Wk[N ] to Wj[N ] only if
k � j) and the projective and invective modules have a nice filtration with sections given
by the standard and costandards modules, respectively, see more details in [39] . When
q is generic (not a root of unity) then the category is semi-simple and the structure of a
highest-weight category is trivial.
Let q = ei⇡/p for integer p � 2 and set s ⌘ s(j) = (2j + 1) mod p, we then recall

the subquotient structure of Wj[N ], which was studied in many works from di↵erent
perspectives [24, 29, 38, 40] (though we use slightly di↵erent conventions here). The
standard modules with s(j) = 0 are simple. For non-zero s(j) there is a non-trivial
homomorphism from Wk[N ] to Wj[N ] only if k = j or k = j + p� s, and in the second
case:

�j : Wj+p�s[N ] ! Wj[N ]

with ker�j given by the socle of Wj+p�s[N ] and im�j is the socle of Wj[N ] and is
isomorphic to the head of Wj+p�s[N ]. Note that �j exists only if 2(j + p� s)  N . We
thus have the subquotient diagram (for non-zero s)

Wj[N ] = Xj[N ] �! Xj+p�s[N ]

trace is taken over Kac module  
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q = ei⇡/p and p non-zero real. This statement can be made more precise as follows. The
spectrum of eigenvalues of the Hamiltonian H = �

PN�1

i=1

ei (which describes a statisti-
cal system with “open boundary conditions”) in modules over the TL algebra has been
found to coincide, in the limit N ! 1 and after proper rescaling, with the spectrum
of the generator L

0

� c
24

(note, there is a single Virasoro algebra here because we deal
with open boundary conditions, corresponding to boundary conformal field theory) in
some corresponding Virasoro modules for the central charge (7.1). When q is not a root
of unity, one can choose without loss of generality to study the TL modules Wj. The
corresponding Virasoro module is then found to be the Kac module with lowest weight
given by the conformal weight

(7.5) h
1,1+2j =

(1� 2j(p� 1))2 � 1

4p(p� 1)
.

Using the definition of the Kac module as the quotient K
1,1+2j = Vh1,1+2j/Vh1,�1�2j , the

character of this module is

(7.6) Tr qL0�c/24 = q�c/24 q
h1,1+2j � qh1,�1�2j

P (q)

where P (q) =
Q1

n=1

(1 � qn), and q here is a formal parameter. In the case when q is a
root of unity – that is integer p – the representation theory of both the Temperley-Lieb
algebra and the Virasoro algebra become more complicated. The correspondence between
these two algebras however continues to hold. In particular, the projective modules Pj

described in Sec. 5.9.3, see also the diagram in (5.35), can now be put in correspondence
with staggered modules P

1,2j+1

, which are composed of two Kac modules, i.e. have a
subquotient structure with a diamond shape again [49, 50].

Further, we believe that the category Virp has the tensor product structure (or fusion)
endowed with the tensor unit K

1,1 (this part is clear from the Vertex-Operator Algebra
realization of Vp), with the associator and the braiding for any p from (7.1), this is based
on the rigorous VOA theory of tensor products in [17]. There are then indications from
physics (based on computation of the fusion rules) that our result in Prop. 7.1 extends
further to the level of monoidal or tensor categories. We make the following conjecture:

Conjecture 7.2. Let C1 be the direct limit of TL module categories at any q such that

q = ei⇡/p, which is a braided tensor category, and Virp be the braided tensor category of

the Virasoro algebra representations at central charge c(p). We have then an equivalence

of the braided tensor categories

(7.7) C1
⇠����! Virp

such that it reduces to an equivalence from Prop. 7.1 if the categories are considered just

as abelian C-linear categories.

The Virp or the representation theory of Vp within the category Virp is believed to serve
as the fundamental description of a class of conformal field theories (CFTs). A funda-
mental question about CFTs is to determine the operator product expansions (OPEs)
of their quantum fields. Thanks to the conformal symmetry, the OPEs are essentially
determined by the fusion rules for the corresponding modules over the Virasoro algebra.
Going back to our conjecture, it is well known indeed that the OPEs of primary fields of
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subquotient structure with a diamond shape again [49, 50].

Further, we believe that the category Virp has the tensor product structure (or fusion)
endowed with the tensor unit K

1,1 (this part is clear from the Vertex-Operator Algebra
realization of Vp), with the associator and the braiding for any p from (7.1), this is based
on the rigorous VOA theory of tensor products in [17]. There are then indications from
physics (based on computation of the fusion rules) that our result in Prop. 7.1 extends
further to the level of monoidal or tensor categories. We make the following conjecture:

Conjecture 7.2. Let C1 be the direct limit of TL module categories at any q such that

q = ei⇡/p, which is a braided tensor category, and Virp be the braided tensor category of

the Virasoro algebra representations at central charge c(p). We have then an equivalence

of the braided tensor categories

(7.7) C1
⇠����! Virp

such that it reduces to an equivalence from Prop. 7.1 if the categories are considered just

as abelian C-linear categories.

The Virp or the representation theory of Vp within the category Virp is believed to serve
as the fundamental description of a class of conformal field theories (CFTs). A funda-
mental question about CFTs is to determine the operator product expansions (OPEs)
of their quantum fields. Thanks to the conformal symmetry, the OPEs are essentially
determined by the fusion rules for the corresponding modules over the Virasoro algebra.
Going back to our conjecture, it is well known indeed that the OPEs of primary fields of

(and one has in fact                                       )                          

the question is, in what sense is the Kac module the “limit” of the TL modules?

 Note: there is a better dictionary involving all Kac modules, and the blob (one boundary TL)
algebra Gainutdinov Jacobsen Saleur Vasseur 2013

 There are many ways ot think of this problem: 
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One is to try to build the whole Virasoro action within the TL modules  
Koo Saleur 1994
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 Virasoro generator in the open case:

There is in fact an infinity of such “approximations” which close only in 
the thermodynamic limit, and when restricting to “scaling states”

This remains a long (and dirty) story



 another is to study fusion Read Saleur 2001

attach two sides by adding  
the glueing generator
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such that

(2.3) ◆(ej) = ej, 1  j  N � 1,

or in terms of the TL diagrams one adds one vertical string on the right of the
diagram considered as an element in TLN – this gives an element in TLN+1

.
• The second tower uses what we call the arc-embeddings: a diagram on N sites is
enlarged up to the diagram on N + 2 sites by adding arcs, see precise definition
below in Sec. 5.1.

The first type of TL towers is used in the definition of the TL fusion, while the second
is used in constructing direct limits of the TL representation categories.

2.2. TL fusion. In this section, we recall fusion for modules over the (finite) TL alge-
bras initially introduced in the physics literature [21] and further studied on more formal
grounds in [29], which we follow in terms of conventions and notations. The fusion’s def-
inition is based on the standard embeddings (2.3). We then use this fusion construction
to define N-graded tensor-product structure (with an associator) on the direct sum of
the categories of TL representations.
Let CN denotes the category of finite-dimensional TLN -modules (we will drop the

mentioning of the parameter m for brevity.)

Definition 2.2.1 ([21, 29]). Let M
1

and M
2

be two modules over TLN1 and TLN2 respec-

tively. Then, the tensor product M
1

⌦M
2

is a module over the product TLN1 ⌦ TLN2 of

the two algebras. Using the standard embedding, we consider this product of algebras as

a subalgebra in TLN , for N = N
1

+N
2

. The fusion (bi-)functor

(2.4) ⇥f : CN1 ⇥ CN2 ! CN1+N2

on two modules M
1

and M
2

is then defined as the module induced from this subalgebra,

i.e.,

(2.5) M
1

⇥f M2

= TLN ⌦�
TLN1⌦TLN2

� M
1

⌦M
2

,

where we used the balanced tensor product over TLN1 ⌦ TLN2.

An explicit calculation of the TL fusion for a large class of indecomposable represen-
tations at any non-zero q (i.e. including the root of unity cases) are given in [29], see
also recent works [24, 30, 37].

We emphasise that the TL fusion is associative, i.e. the functor ⇥f in (2.4) is equipped
with a family of natural isomorphisms

�
M

1

⇥f M2

�
⇥f M3

⇠= M
1

⇥f

�
M

2

⇥f M3

�
, for each

triple of TLNi modulesMi, i = 1, 2, 3, and each triple of the natural numbers (N
1

, N
2

, N
3

).
We leave the proof of the associativity till Sec. 5.4 and give the associator explicitly in
Prop. 5.4.1 and prove the pentagon identity in Prop. 5.4.2. On top of it, we also have
the braiding, i.e. the tensor product ⇥f is commutative, see Sec. 5.5 below.
It is then natural to introduce a large category embracing these structures. We call it

the “enveloping” TL representation category (that formally contains TL representations
at any N)

(2.6) C =
M

N�1

CN .

The direct sum here means that C contains CN as a full subcategory and no morphisms
between the full subcategories for di↵erent N . The category C is thus graded by N. We
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will label an object M from CN as M [N ] to emphasise its grade. We can thus consider
⇥f defined in (2.5) as an N-graded tensor-product functor on C:

Proposition 2.2.2. Let ⇥f denote the N-graded bilinear tensor product on C as defined

for each pair (N
1

, N
2

) 2 N ⇥ N in (2.4) and (2.5). It is equipped with an associator

satisfying the pentagon identity.

Note that we do not have the tensor unit in C, as we do not have the zero grade. Let
us call such a category (a monoidal category weaken by removing the tensor unit axioms)
as a semi-group category.

For the later use, we will need the structure of a highest-weight category on CN and
we recall below few standard facts from the representation theory of TLN(q+ q�1).

2.3. Standard and projective TL modules. We also recall the standard TLN(m)
modules Wj[N ] of the weight x  j  N/2, where x = 1

2

(N mod 2). First, we need
to introduce “half-diagrams” (usually called link states) obtained from Temperley-Lieb
diagrams (i.e., non-crossing pairings on a rectangle with N points on each of the opposite
sides) and cutting these diagrams horizontally in the middle. Each half has N points:
some of them are connected by arcs, and some others are not connected to anything.
The latter are often called through-lines (or defects). The algebra acts in the obvious
diagrammatic way by concatenating Temperley-Lieb diagrams with link states, elimi-
nating all loops in price of multiplying the diagram by mn, where n is the number of
loops, and keeping track of the connectivities using isotopy. It is clear that the num-
ber of through-lines cannot increase under the action of the algebra. Standard modules
Wj[N ] are obtained by letting the algebra act as usual when the number of through-
lines – denoted by 2j – is conserved, and setting this action to zero when the number of
through-lines decreases. It is well known that these modules are irreducible for q generic,
while their dimension is given by di↵erences of binomial coe�cients

(2.7) dj[N ] =

✓
N

N
2

+ j

◆
�
✓

N
N
2

+ j + 1

◆
.

It is well-known [38] that the category of finite-dimensional TLN modules is a highest-
weight category, i.e., it has a special class of objects – the standard modulesWj[N ] – with
morphisms only in one direction (there is a homomorphism from Wk[N ] to Wj[N ] only if
k � j) and the projective and invective modules have a nice filtration with sections given
by the standard and costandards modules, respectively, see more details in [39] . When
q is generic (not a root of unity) then the category is semi-simple and the structure of a
highest-weight category is trivial.
Let q = ei⇡/p for integer p � 2 and set s ⌘ s(j) = (2j + 1) mod p, we then recall

the subquotient structure of Wj[N ], which was studied in many works from di↵erent
perspectives [24, 29, 38, 40] (though we use slightly di↵erent conventions here). The
standard modules with s(j) = 0 are simple. For non-zero s(j) there is a non-trivial
homomorphism from Wk[N ] to Wj[N ] only if k = j or k = j + p� s, and in the second
case:

�j : Wj+p�s[N ] ! Wj[N ]

with ker�j given by the socle of Wj+p�s[N ] and im�j is the socle of Wj[N ] and is
isomorphic to the head of Wj+p�s[N ]. Note that �j exists only if 2(j + p� s)  N . We
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thus have the subquotient diagram (for non-zero s)

Wj[N ] = Xj[N ] �! Xj+p�s[N ]

where we introduce the notation Xj[N ] for the irreducible quotient of Wj[N ] and set
here Xk[N ] ⌘ 0 if 2k > N .
Let Pj[N ] denotes the projective cover of the simple module Xj[N ]. The subquotient

structure of the projective covers can be easily deduced due to a reciprocity relation for a
highest-weight category. Let [Wj : Xj0 ] and [Pj : Wj0 ] denote the number of appearances
of Xj0 [N ] in the subquotient diagram for Wj[N ] and the number of appearances of
Wj0 [N ] in the standard filtration for the projective cover Pj[N ], respectively. Then,
the reciprocity result reads

(2.8) [Pj : Wj0 ] = [Wj0 : Xj].

Or in words, the projective modules Pj are composed of the standard modules that have
the irreducible module Xj as a subquotient. The projective covers Pj[N ] are then simple
if s(j) = 0, they are equal to Wj[N ] for 0  j  1

2

(p�2) and otherwise have the following
structure

Pj[N ] =

Xj[N ]

yy &&

Xj�s[N ]

%%

Xj+p�s[N ]

xx

Xj[N ]

(2.9)

where the nodes are irreducible subquotients and the arrows correspond to TLN action,
i.e., Xj[N ] in the bottom of the diagram is the irreducible submodule (or socle), while the
socle of the quotient Pj[N ]/Xj[N ] is the direct sum Xj�s[N ]� Xj+p�s[N ] in the middle
of the diagram, etc. Also note that the diagram (2.9) has three nodes instead of four if
2(j + p� s) > N .

3. Affine Temperley–Lieb embedding

We have seen in the previous section embeddings of the finite Temperley–Lieb algebras
TLN1 ! TLN , for N1

< N , that are naturally defined in terms of TL diagrams by adding
the vertical strings, or by the use of the standard embeddings TLN ! TLN+1

repeatedly.
This standard embedding is the basic step in the definition of the TL fusion. Constructing
embeddings of periodic or a�ne TL algebras is a non-trivial problem that we solve in
this section. We first recall the definition of the a�ne TL algebras (also parametrized
by N 2 N) and then propose a novel diagrammatical way of defining a tower of these
algebras.

3.1. The a�ne Temperley–Lieb algebras. We recall here two equivalent definitions
of the a�ne Temperley–Lieb algebra that was independently introduced and studied in
many works [41, 42, 2, 1, 43]. We follow mainly conventions and notations from the work
of Graham and Lehrer [1, 44] whenever possible.
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case:
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isomorphic to the head of Wj+p�s[N ]. Note that �j exists only if 2(j + p� s)  N . We

41

their highest weight vector. These modules Vh admit singular vectors i↵ their conformal
weights are of the form

(7.3) hrs =
[pr � (p� 1)s]2 � 1

4p(p� 1)

with r, s 2 Z
+

. The first singular vector appears at level rs, that is, with L
0

eigenvalue
given by hrs + rs = hr,�s. For generic central charge, these modules admit a unique
singular vector. The corresponding Kac module is then defined as the quotient of the
two Verma modules with hrs and hrs+rs: Kr,s ⌘ Vhr,s/Vhr,�s . This module is irreducible
when the central charge is generic. More generally, the Kac module Krs is defined as the
submodule of the Feigin-Fuchs module [48] FFrs generated by the subsingular vectors of
grade strictly less than rs.
We define then a certain abelian C-linear category of Vp representations which is

a highest-weight category with the standard objects given by the Kac modules K
1,n,

with n 2 N
+

, and where indecomposable projective objects admit non-diagonalizable
action of L

0

and are filtered by the Kac modules and the length of the filtration is
two. Here, the projective covers (those which are reducible) are the so-called staggered

modules [49, 50], which means an extension of two highest-weight modules such that
the action of L

0

is non-diagonalizable, and whose subquotient structure has a diamond
shape, for jmod p 6= kp�1

2

with k = 0, 1,

P
1,2j+1

:

h1,2j+1•

��   

h1,1+2(j�s)•

��

h1,1+2(j+p�s)•

~~

h1,2j+1•

for j � p

2
,

(7.4)

where recall s ⌘ s(j) = (2j+1) mod p, and the nodes ‘•’ together with conformal weights
h
1,j denote irreducible Vp subquotients. We note that the modules with this subquotient

structure and the requirement that the action of L
0

is non-diagonalisable on them are
unique up to an isomorphism for the central charges c(p) and integer p � 3, see [49]. We
denote such an abelian category (generated by the staggered modules) as Virp.
By a direct comparison of the projective objects in Virp and in C1 for q = ei⇡/p

described in Sec. 5.9.3 we establish an isomorphism between the Hom spaces in both the
categories and eventually the following equivalence.

Proposition 7.1. There exists an equivalence of abelian C-linear categories C1 for q =
ei⇡/p from Sec. 5.9.3 and Virp such that the simple objects Xj are identified with irreducible

representations of the the conformal weight h
1,2j+1

, the standard objects Wj are identified

with the Kac modules K
1,1+2j, and the projective covers Pj with the staggered modules

P
1,2j+1

, for j 2 1

2

N.
This equivalence has an interesting interpretation from the physics point of view, as

already mentioned in the introduction. When |m|  2, statistical mechanics models
whose Boltzmann weights are built using representations of the Temperley–Lieb alge-
bra are heuristically known to be critical, and have their scaling limit “described” by
conformal field theories, with central charge (7.1) if we parametrize m = q + q�1 with

s(j) 6= 0

�
1,1+2j1 .�1,1+2j2 ⇠

j1+j2X

|j1�j2|

�
1,1+2j

LimN!1Tr e��(H�Ne0)
= Tr qL0�c/24

q = e�⇡�/N

HN =

N�1X

i=1

ei

hrs =
[xr � (x� 1)s]2 � 1

4x(x� 1)

q = ei⇡/x

c = 1� 6

x(x� 1)

m = q+ q�1

Z = 1

ei ⇠ T (z) + ¯T (z̄)

poccupied edges

(1� p)unoccupied edges

E({Si}) = �J
X

<i,j>

SiSj , Si = ±1

P ({Si}) =
e�E({Si}/kBT

Z

Z =

X

{Si}

e�E({Si}/kBT

hSi1Si2i ⇠
1

|ri1 � ri2 |2x

[Ln, Lm] = (n�m)Ln+m +

c

12

(n3 � n)�n+m

1



TL fusion of projectives “matches” fusion of staggered Virasoro modules in LCFT! 

precise categorical equivalence  Gainutdinov Saleur 2016

Kytola, Ridout, St Aubin, Kausch, 
Gaberdiel, Nahm, Pearce, Rasmussen, 
Belletete, Jacobsen, Gainutdinov, Read, 
Saleur [2007-2016]

their continuum limit is given by Virasoro staggered modules  
(extension of two highest weight modules, with        non diagonalizable   
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their highest weight vector. These modules Vh admit singular vectors i↵ their conformal
weights are of the form

(7.3) hrs =
[pr � (p� 1)s]2 � 1

4p(p� 1)

with r, s 2 Z
+

. The first singular vector appears at level rs, that is, with L
0

eigenvalue
given by hrs + rs = hr,�s. For generic central charge, these modules admit a unique
singular vector. The corresponding Kac module is then defined as the quotient of the
two Verma modules with hrs and hrs+rs: Kr,s ⌘ Vhr,s/Vhr,�s . This module is irreducible
when the central charge is generic. More generally, the Kac module Krs is defined as the
submodule of the Feigin-Fuchs module [48] FFrs generated by the subsingular vectors of
grade strictly less than rs.
We define then a certain abelian C-linear category of Vp representations which is

a highest-weight category with the standard objects given by the Kac modules K
1,n,

with n 2 N
+

, and where indecomposable projective objects admit non-diagonalizable
action of L

0

and are filtered by the Kac modules and the length of the filtration is
two. Here, the projective covers (those which are reducible) are the so-called staggered

modules [49, 50], which means an extension of two highest-weight modules such that
the action of L

0

is non-diagonalizable, and whose subquotient structure has a diamond
shape, for jmod p 6= kp�1

2

with k = 0, 1,

P
1,2j+1

:

h1,2j+1•

��   

h1,1+2(j�s)•

��

h1,1+2(j+p�s)•

~~

h1,2j+1•

for j � p

2
,

(7.4)

where recall s ⌘ s(j) = (2j+1) mod p, and the nodes ‘•’ together with conformal weights
h
1,j denote irreducible Vp subquotients. We note that the modules with this subquotient

structure and the requirement that the action of L
0

is non-diagonalisable on them are
unique up to an isomorphism for the central charges c(p) and integer p � 3, see [49]. We
denote such an abelian category (generated by the staggered modules) as Virp.
By a direct comparison of the projective objects in Virp and in C1 for q = ei⇡/p

described in Sec. 5.9.3 we establish an isomorphism between the Hom spaces in both the
categories and eventually the following equivalence.

Proposition 7.1. There exists an equivalence of abelian C-linear categories C1 for q =
ei⇡/p from Sec. 5.9.3 and Virp such that the simple objects Xj are identified with irreducible

representations of the the conformal weight h
1,2j+1

, the standard objects Wj are identified

with the Kac modules K
1,1+2j, and the projective covers Pj with the staggered modules

P
1,2j+1

, for j 2 1

2

N.
This equivalence has an interesting interpretation from the physics point of view, as

already mentioned in the introduction. When |m|  2, statistical mechanics models
whose Boltzmann weights are built using representations of the Temperley–Lieb alge-
bra are heuristically known to be critical, and have their scaling limit “described” by
conformal field theories, with central charge (7.1) if we parametrize m = q + q�1 with
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, the standard objects Wj are identified

with the Kac modules K
1,1+2j, and the projective covers Pj with the staggered modules
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This equivalence has an interesting interpretation from the physics point of view, as
already mentioned in the introduction.
When |m|  2, statistical mechanics models whose Boltzmann weights are built using

representations of the Temperley–Lieb algebra are heuristically known to be critical,
and have their continuum limit “described” by conformal field theories, with central
charge (7.1) if we parametrize m = q+q�1 with q = ei⇡/p and p 2 (1,1]. This statement
can be made more precise as follows. The spectrum of eigenvalues of the Hamiltonian
H = �
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5.2.2. Conjecture. For 1! s1, s2 ! p − 1 and r1, r2 " 1, the fusion of two staggered modules

over the Virasoro algebra V(p− 1, p) with central charge cp−1,p is

P1,r1p+s1 ×f P1,r2p+s2 = 4
r1+r2+1⊕

′′

r=|r1−r2|−1
step=2

p−γ2⊕

s=2p−s1−s2+1
step=2

P1,(r+1)p−s

⊕ 2
r1+r2−1⊕

r=|r1−r2|+1
step=2

(min(s1+s2−1,
2p−s1−s2−1)⊕

s=|s1−s2|+1
step=2

P1,(r+1)p−s ⊕ 2
p−γ2⊕

s=s1+s2+1
step=2

P1,(r+1)p−s

)

⊕ 2
r1+r2⊕

′

r=|r1−r2|
step=2

(min(p−s1+s2−1,
p+s1−s2−1)⊕

s=|p−s1−s2|+1
step=2

P1,(r+1)p−s ⊕ 2
p−γ1⊕

s=min(p−s1+s2+1,
p+s1−s2+1)

P1,(r+1)p−s

)

.

5.3. Logarithmic operator product expansions. To illustrate these Virasoro fusion rules

in more concrete terms, we discuss how they can be independently deduced from the OPEs

in the logarithmic theory. We revisit here the argument of [35], initially designed to calculate

logarithmic couplings, to illustrate the indecomposability arising in OPEs at logarithmic points.

We shall see that this method nicely mimics the lattice fusion calculations of Sec. 2.3.

The main idea of this approach is to consider LCFTs as a limit of ordinary CFTs, this goes

back to the work of Gurarie and Ludwig on c = 0 theories [64, 32, 2, 33]. This was also discussed

by Cardy in the context of disordered systems [1]. Let us consider as an example the logarithmic

Ising model (p = 4, c = 1/2), with the following fusion rule

(5.8) K1,3 ×f K1,3 = K1,1 ⊕ P1,5,

given by equation (5.7). We deform our logarithmic theory into a generic ordinary CFT (p = 4+ϵ)

and find [44, 45]

(5.9) K1,3 ×f K1,3 = K1,1 ⊕K1,3 ⊕K1,5.

This fusion rule means that when two primary fields Φ1,3(z) are brought close to each other in a

correlation function, their product can be expanded onto the fields Φ1,1(z), which is the identity

field 1, Φ1,3(z), Φ1,5(z) and their descendants. At the critical (“indecomposable”) point p = 4,

the fields Φ1,3(z) and Φ1,5(z) (and their descendants) are mixed into the staggered module P1,5

and we thus expect logarithms to appear.

Gainutdinov Vasseur 2014

In general: lots of progress in study of boundary LCFTs using this approach 



Fusion in affine TL

 We now go back to the bulk (non-boundary) case. This should correspond to a TL algebra 
acting on a periodic system, the affine TL (Martin-Saleur 93, Jones 94, Green 98, Erdmann Green 99)
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, , ,

Figure 4. Examples of a�ne diagrams for N = 4, with the left and right
sides of the framing rectangle identified. The first diagram represents
the translation generator u while the second diagram is for the generator
e
4

2 Ta
4

(m). The third and fourth ones are examples of j = 0 diagrams.

3.1.1. Definition I: generators and relations. The a�ne Temperley–Lieb (aTL) algebra

Ta
N(m) is an associative algebra over C generated by u, u�1 , and ej, with j 2 Z/NZ,

satisfying the defining relations

e2j = mej,

ejej±1

ej = ej,(3.1)

ejek = ekej (j 6= k, k ± 1),

which are the standard TL relations but defined for the indices modulo N , and

ueju
�1 = ej+1

,

u2eN�1

= e
1

. . . eN�1

,(3.2)

where the indices j = 1, . . . , N are again interpreted modulo N .

3.1.2. Definition II: diagrammatic. The a�ne Temperley–Lieb (TL) algebra Ta
N(m) is an

associative algebra over C spanned by particular diagrams on an annulus with N sites
on the inner and N on the outer boundary. The sites are connected in pairs, and only
configurations that can be represented using lines inside the annulus that do not cross
are allowed. Diagrams related by an isotopy leaving the labeled sites fixed are considered
equivalent. We call such (equivalence classes of) diagrams a�ne diagrams. Examples of
a�ne diagrams are shown in Fig. 4 for N = 4, where we draw them in a slightly di↵erent
geometry: we cut the annulus and transform it to a rectangle which we call framing so
that the sites labeled by ‘1’ are closest to the left and sites labeled by ‘N ’ are to the right
sides of the rectangle. Multiplication a · b of two a�ne diagrams a and b is defined in a
natural way, by joining an inner boundary of a to an outer boundary of the annulus of b,
and removing the interior sites. Whenever a closed contractible loop is produced when
diagrams are multiplied together, this loop must be replaced by a numerical factor m
that we often parametrise by q as m = q+ q�1.

We also note that the diagrams in this algebra allow winding of through-lines around
the annulus any integer number of times, and di↵erent windings result in independent
algebra elements. Moreover, in the ideal of zero through-lines, any number of non-
contractible loops (like in the fourth diagram in Fig. 4) is allowed. The algebra Ta

N(m)
is thus infinite-dimensional. For N = 1, it is just the polynomial algebra C[u, u�1].

3.2. The a�ne TL and the a�ne braid group. Let CBN be the group algebra of the
Artin’s braid group. As an associative algebra, it is generated by g±1

i , with 1  i  N�1,
subject to gigj = gjgi for |i� j| > 1 and to the standard braid relations:

(3.3) gigi±1

gi = gi±1

gigi±1
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Gaynutdinov, Jacobsen,
 Saleur, 2016



 Note that diagrams in this algebra allow winding of through lines around the annulus any number of 
times, and different windings result in independant algebra elements. Moreover, in the ideal of zero 
through lines, any number of non-contractible loops is allowed. The algebra is thus infinite dimensional. 

 Affine braid group 
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or with the graphical notation

gi = g�1

i =

the relations (3.3) can be graphically depicted as

(3.4)

=

It is well-known that the finite TL algebra TLN(q+q�1) is a finite-dimensional quotient
of CBN where we set

(3.5) g±1

i = ±i(q±
1
21� q⌥

1
2 ei)

and imply the TL relations (2.1).
Let now bBN be the a�ne braid group – the group of braids on the surface of a cylinder

– it is generated by the translation u (like above) and g±1

i , with 0  i  N � 1, subject
to ug±1

i u�1 = g±1

i+1

and to the braid relations (3.3) where the index i is now interpreted
modulo N . We recall [46] that the a�ne TL algebra Ta

N(q + q�1) can be defined as a
quotient of CbBN where we again set (3.5) and imply the relations (3.1) and (3.2).
Using this connection of Ta

N with the braid groups, we will sometimes use below the
braid generators as a replacement for the TL generators and in the diagrams like (3.4)
we emphasize that each cross of lines should be interpreted as the replacement for the
linear combination in (3.5).

3.3. A tower of the a�ne TL algebras. Our approach to the fusion of a�ne TL
modules in the next section relies on the induction functor which associates with any
pair of modules over the algebras Ta

N1
(m) and Ta

N2
(m) a module over the bigger algebra

Ta
N1+N2

. This functor uses an explicit embedding of the two “small” algebras on N
1

and
N

2

sites into the “big” one on N
1

+N
2

sites.
We start with defining a “one-step” embedding Ta

N(m) ! Ta
N+1

(m):

u(1) 7! u g�1

N ,

e
(1)

i 7! ei, 1  i  N � 1 ,(3.6)

e
(1)

0

7! gN e
0

g�1

N ,

where we label the generators in Ta
N with the superscript (1) and gN stands for the

combination in (3.5). It is straightforward to check that this map is an algebra map.
The kernel of this map is trivial: we have a basis in the image given by placing an extra
“vertical” string between the Nth and 1st sites of the cylindrical or a�ne diagram for a
basis element in Ta

N and each crossing is replaced by the corresponding under-crossing,
this gives obviously a bijection between the two bases (explicit diagrams will be given
below).
We can use the map (3.6) recursively and define the embedding Ta

N(m) ! Ta
N+k(m).

Similarly, we can embed the product of two a�ne TL algebras, Ta
N1

and Ta
N2
, into Ta

N
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E({S
i

}) = �J
X

<i,j>

S
i

S
j

, S
i

= ±1

P ({S
i

}) = e�E({Si}/kBT

Z

Z =

X

{Si}

e�E({Si}/kBT

hS
i1Si2i ⇠

1

|r
i1 � r

i2 |2x

[L
n

, L
m

] = (n�m)L
n+m

+

c

12

(n3 � n)�
n+m

x S
i1

x S
i2

⇠ ✏ ⌘ energy (= S
i1Si2 , i1, i2 neighbors)

L
n

, ¯L
n

�(z, z̄)

(g
i

g
i±1gi = g

i±1gigi±1)

1

 Fusion in this affine case requires glueing two cylinders. How do we do this without cutting them 
open?

down there, the legs have disappeared!
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N1
(m) and Ta

N2
(m) a module over the bigger algebra

Ta
N1+N2

. This functor uses an explicit embedding of the two “small” algebras on N
1

and
N

2

sites into the “big” one on N
1

+N
2

sites.
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N(m) ! Ta
N+1
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u(1) 7! u g�1

N ,

e
(1)

i 7! ei, 1  i  N � 1 ,(3.6)

e
(1)

0

7! gN e
0

g�1

N ,

where we label the generators in Ta
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N2
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N
12

with N = N
1

+N
2

. Let us denote the generators in the ith algebra as u(i) and e
(i)
j , with

i = 1, 2, and use standard notations for the generators in the “big” algebra Ta
N . We first

define the map on the TL generators e(i)j , where j 6= 0, in the standard way

(3.7) e
(1)

j 7! ej, e
(2)

k 7! eN1+k, 1  j  N
1

� 1, 1  k  N
2

� 1.

The translation generators u(1) and u(2) are mapped as (recall, we set N = N
1

+N
2

)
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N�1

. . . g�1

N1
, u(2) 7! gN1 . . . g1u.
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(3.9)
u(1) 7! =

where we assumed that N
1

= 3 and N
2

= 2, and for the second translation u(2) we have
the diagram

(3.10)
u(2) 7! =

or in words the most right string of u(1) (the one that starts at position N
1

) passes above
the N

2

through-lines on the right from it and ends at the position 1, and similarly for
u(2) – the left most string passes under the N

1

through-lines on the left from it. It is
then an easy (in terms of diagrams) calculation using the braid relations that give
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ei, g�1

i g�1

i+1

ei = ei+1

ei

and many other similar to these. In terms of diagrams, these relations tell us that a TL
arc (“half” of the diagram for ei) can be pulled out under or above any string with the
price of the factor 1. We can thus simplify calculations using diagrams with braids and
TL arcs only. It is only the twisting that produces a non-trivial factor iq

3
2 :
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3
2 ei

but these relations will not appear in calculations below.
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Using the remarks above, we then immediately check the a�ne TL relations

(3.14)
�
u(1)

�
2

eN1�1

= e
1

. . . eN1�1

,
�
u(2)

�
2

eL�1

= eN1+1

. . . eL�1

.

We then define the map on the periodic TL generators e(i)
0

as

e
(1)

0

7! gN1 . . . gN�1

e
0

g�1

N�1

. . . g�1

N1
,(3.15)

e
(2)

0

7! g�1

0

. . . g�1

N1�1

eN1 gN1�1

. . . g
0

.(3.16)

a It would be better to make Prop and gather all our maps in (3.7), (3.8) and (3.15), and (3.16)

in one place, otherwise it might be hard to see what we are doing. Note that in terms
of diagrams, this result is natural, as illustrated below (again for N

1

= 3 and N
2

= 2)

(3.17)

e
(1)
0 =

(3.18)

e
(2)
0 =

Using again the diagrammatical calculation, it is straightforward to check that

(3.19)
⇣
e
(i)
0

⌘
2

= (q+ q�1)e(i)
0

, i = 1, 2.

Further, we also check all the other a�ne TL relations

(3.20) e
(i)
0

= u(i)e
(i)
Ni�1

�
u(i)

��1

= (u(i)
��1

e
(i)
1

u(i), i = 1, 2,

and

e
(i)
0

e
(i)
1

e
(i)
0

= e
(i)
0

, e
(i)
1

e
(i)
0

e
(i)
1

= e
(i)
1

,(3.21)

e
(i)
0

e
(i)
Ni�1

e
(i)
0

= e
(i)
0

, e
(i)
Ni�1

e
(i)
0

e
(i)
Ni�1

= e
(i)
Ni�1

,(3.22)

where we recall that e
(1)

k = ek and e
(2)

k = eN2+k. We also see using diagrammatic
computation that both the subalgebras Ta

N1
and Ta

N2
indeed commute

(3.23) e
(1)

0

e
(2)

0

= e
(2)

0

e
(1)

0

,

in addition to (3.11).
So, we have thus constructed a homomorphism of algebras

(3.24) "N1,N2 : Ta
N1

⌦ Ta
N2

�! Ta
N ,

with the image of the generators given in (3.7), (3.8) and (3.15), and (3.16). This
homomorphism has trivial kernel, so we have actually an embedding of algebras.
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4. Fusion of affine TL modules

In this section, we introduce fusion for modules over the a�ne TL algebras using the
embeddings defined in the previous section. We will use this fusion construction in the
next section to define a N-graded tensor product in the a�ne TL representation category.

Definition 4.1. Let M
1

and M
2

be two modules over Ta
N1
(m) and Ta

N2
(m) respectively.

Then, the tensor product M
1

⌦ M
2

is a module over the product Ta
N1
(m) ⌦ Ta

N2
(m) of

the two algebras. Using the embedding (3.24), we consider this product of algebras as a

subalgebra in Ta
N(m), for N = N

1

+N
2

. The (a�ne) fusion functor

b⇥f on two modules

M
1

and M
2

is then defined as the module induced from this subalgebra, i.e.

(4.1) M
1

b⇥f M2

= Ta
N ⌦�

Ta
N1

⌦Ta
N2

� M
1

⌦M
2

,

where we used the balanced tensor product over Ta
N1

⌦Ta
N2

and we abuse the notation by

writing Ta
N instead of Ta

N(m).

Below we give explicit examples of the a�ne TL fusion calculation. Before doing this,
let us recall the basic Ta

N -modules called the standard modules.

4.2. Standard Ta
N modules. We introduce here the standard modules Wj,z[N ] over

Ta
N(m), which are generically irreducible, and give then several examples of an explicit

calculation of the fusion. They are parametrized by pairs (j, z), with a half-integer j and
a non-zero complex number z. In terms of diagrams, the first is the number of through-
lines, which we denote by 2j, 0  j  N/2, connecting the inner boundary of the annulus

with 2j sites and the outer boundary with N sites. For example, the diagrams

and correspond to N = 4 and j = 1, where as usual we identify the left and
right sides of the framing rectangles, so the diagrams live on the annulus. We call such
diagrams a�ne. The action of an element a 2 Ta

N(m) on v 2 Wj,z is then defined by
stacking the diagrams: joining the inner boundary of a to the outer boundary of the
diagram for v, and removing the interior sites. As usual, a closed contractible loop is
replaced by the factor m = q+ q�1 (we will often use this parametrisation by a complex
number q). Whenever the a�ne diagram thus obtained has a number of through lines
less than 2j, the action is zero. For a given non-zero value of j, it is possible in this action
to earn a winding number of the through-lines. In this case, we imply the relation [1]

µ = µ0 � un
j ⌘ znµ0,

where µ is an a�ne diagram with 2j through lines, µ0 is so-called standard diagram which
has no through lines winding the annulus and uj is the translational operator acting on
the 2j sites of the inner boundary of µ0. Saying di↵erently, whenever 2j through-lines
wind counterclockwise around the annulus l times, we unwind them at the price of a
factor z2jl; similarly, for clockwise winding, the phase is z�2jl [41, 2]. This action gives
rise to a generically irreducible module, which we denote2 by Wj,z[N ].
The dimensions of these modules Wj,z are then given by

(4.2) d̂j[N ] ⌘ dimWj,z[N ] =

✓
N

N
2

+ j

◆
, j � 0.

2We do not write the dependency on N when no ambiguity is possible.

 So now we can do fusion:

 The results are a bit complicated. First, introduce standard modules 
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✓
N

N
2

+ j

◆
, j � 0.

2We do not write the dependency on N when no ambiguity is possible.
Here 2j is the number of through lines as usual. z is a complex number whose role is to “unwind” through lines that go 
around the cylinder: whenever the 2j lines go arond clockwise we unwind them at the price of a  
factor 1/z;counterclockwise leads to a factor z instead. Finally, for j=0, non contractible loops are eliminated for a factor 
z+1/z
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(Martin-Saleur/Jones/
Graham Lehrer)



we then have the conjectured results (based on direct calculations and Frobenius reciprocity)

E({S
i

}) = �J
X

<i,j>

S
i

S
j

, S
i

= ±1

P ({S
i

}) = e�E({Si}/kBT

Z

Z =

X

{Si}

e�E({Si}/kBT

hS
i1Si2i ⇠

1

|r
i1 � r

i2 |2x

[L
n

, L
m

] = (n�m)L
n+m

+

c

12

(n3 � n)�
n+m

x S
i1

x S
i2

⇠ ✏ ⌘ energy (= S
i1Si2 , i1, i2 neighbors)

L
n

, ¯L
n

�(z, z̄)

(g
i

g
i±1gi = g

i±1gigi±1)

W
j1 [N1]⇥f

W
j2 [N2] =

j1+j2M

|j1�j2|

W
j

[N1 +N2]

m = q+ q�1

W
j1,z1 [N1] b⇥f

W
j2,z2 [N2] = W

j,z

[N1 +N2]

1

no sum!

4.2 General results of decomposition

We find
Wj,z =

M

j1,j2

Wj1,z1 ⌦Wj2,z2 (4.18)

with the following momenta:

• For j = j1 + j2 and any values of j1, j2:

z1 = (i
p
q)�2j2z+1 , z2 = (i

p
q)+2j1z+1 ; (4.19)

• For j = j1 � j2 and either j = 0 or j2 > 0:

z1 = (i
p
q)+2j2z+1 , z2 = (i

p
q)�2j1z�1 ; (4.20)

• For j = j2 � j1 and either j = 0 or j1 > 0:

z1 = (i
p
q)+2j2z�1 , z2 = (i

p
q)�2j1z+1 ; (4.21)

4.3 Fusion results

We can now read the fusion results using Frobenius reciprocity.
We find

Wj1,z1 ⌦Wj2,z2 = Wj,z (4.22)

i↵

• For j = j1 + j2 and any values of j1, j2:

z1 = (i
p
q)�2j2z+1 , z2 = (i

p
q)+2j1z+1 ; (4.23)

• For j = j1 � j2 and either j = 0 or j2 > 0:

z1 = (i
p
q)+2j2z+1 , z2 = (i

p
q)�2j1z�1 ; (4.24)

• For j = j2 � j1 and either j = 0 or j1 > 0:

z1 = (i
p
q)+2j2z�1 , z2 = (i

p
q)�2j1z+1 ; (4.25)

4.4 Properties

4.4.1 Braiding

Our fusion rules are obviously non commutative: this is ultimately due to the dissymmetry
between the left and the right chains in our construction, since for the first chain one goes
around the system by passing under the others, while for the second chain one passes above.
It is of course possible to define fusion the other way, interchanging above and under. This
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 this fusion is non-commutative, and associative

otherwise fusion is zero

Gainutdinov Jacobsen Saleur 2016

The method of "postulating" what we want has many advantages; they are the same as the advantages of  
theft over honest toil.       (Bertrand Russell)



 this exists another fusion       obtained by switching over and under, and the two are 
related by braiding

40

(6.28)
ũ(1) 7! =

and

(6.29)
ũ(2) 7! =

It is interesting that there is a braiding-type operation that relates the two a�ne TL
fusions b⇥f and b⇥�

f . Indeed, recall that in Sec. 5.5 we have introduced the braiding
cM1,M2 for the TL fusion given by conjugation (5.26)-(5.27) with the “braid-like” element
gN1,N2 . It is easy to see graphically – or by direct calculation using repeatedly that
ugi = gi+1

u – that the following identities hold:

gN1,N2 u
(1)

N1,N2
= ũ

(2)

N2,N1
gN1,N2 ,

gN1,N2 u
(2)

N1,N2
= ũ

(1)

N2,N1
gN1,N2 ,(6.30)

where we temporarily used the notation u
(1,2)
Nj ,Nk

and ũ
(1,2)
Nj ,Nk

to denote the translation

generators obtained by a�ne TL fusion b⇥f (resp. b⇥�
f ) of Ta

Nj
with Ta

Nk
.

Similarly to the finite TL case, we note that the element gN1,N2 defines an automor-
phism on Ta

N1+N2
by the conjugation a 7! gN1,N2 · a · g�1

N1,N2
which maps the subalgebra

"N1,N2

�
Ta

N1
⌦Ta

N2

�
(i.e., under the first type of the a�ne TL embedding) to the subalgebra

"�N2,N1

�
Ta

N2
⌦ Ta

N1

�
(i.e., under the second embedding) as

(6.31) "(a⌦ b) 7! gN1,N2 · "(a⌦ b) · g�1

N1,N2
= "�(b⌦ a) , a 2 Ta

N1
, b 2 Ta

N2
.

Then, we can introduce a braiding-type relation between b⇥f and b⇥�
f given by the

isomorphism

(6.32) bcM1,M2 : M
1

[N
1

] b⇥f M2

[N
2

]
⇠
=����! M

2

[N
2

] b⇥�
f M

1

[N
1

]

with

(6.33) bcM1,M2 : a⌦m
1

⌦m
2

7! gN1,N2
· a · g�1

N1,N2
⌦m

2

⌦m
1

,

where a 2 Ta
N1+N2

, and m
1

2 M
1

[N
1

], m
2

2 M
2

[N
2

]. Recall that we write a ⌦m
1

⌦m
2

here for a representative in the corresponding class in M
1

[N
1

] b⇥f M2

[N
2

]. The only non-
trivial thing to check is that the map (6.33) is well-defined, i.e., does not depend on
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(2)

N2,N1
gN1,N2 ,

gN1,N2 u
(2)

N1,N2
= ũ
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5.5. Braiding for TL fusion. We introduce the braiding in C as follows. Let gN1,N2

defines the following element in TLN1+N2

(5.23) gN1,N2 =
�
g�1

N2
. . . g�1

2

g�1

1

� �
g�1

N2+1

. . . g�1

2

�
. . .

�
g�1

N2+N1�1

. . . g�1

N1

�

which passes strings from the left over those from the right (here, N
1

= 3, N
2

= 2):

(5.24)

gN1,N2 ⌘ =

and each braid-crossing (or equivalently g±1

i ) stands for the linear combination (3.5).
Note that the element gN1,N2 defines an automorphism on TLN1+N2 by the conjugation
a 7! gN1,N2 · a · g�1

N1,N2
which maps the subalgebra TLN1 ⌦ TLN2 (under the standard

embedding) to the subalgebra TLN2 ⌦ TLN1 as

(5.25) a⌦ b 7! gN1,N2 · (a · b) · g�1

N1,N2
= b⌦ a , a 2 TLN1 , b 2 TLN2 ,

where a · b stands for the multiplication of a and b which are considered as the elements
in TLN1+N2 under the standard embedding, and the last equality is most easily computed
in terms of the diagrams. Of course, the conjugation on TLN1+N2 is non-trivial, which is
easily seen for the generator eN1 .
Because of this flip of the two subalgebras, the action by gN1,N2 relates the two induc-

tions from modules over these two subalgebras. This allows us to define the family of
braiding isomorphisms on the (N

1

, N
2

) graded components of C as

(5.26) cM1,M2 : M
1

[N
1

]⇥f M2

[N
2

]
⇠
=����! M

2

[N
2

]⇥f M1

[N
1

]

by the conjugation with gN1,N2 :

(5.27) a⌦m
1

⌦m
2

7! gN1,N2
· a · g�1

N1,N2
⌦m

2

⌦m
1

,

where a 2 TLN1+N2 , and m
1

2 M
1

[N
1

], m
2

2 M
2

[N
2

]. Here, we write a ⌦m
1

⌦m
2

for
a representative in the corresponding class in M

1

[N
1

] ⇥f M
2

[N
2

]. We first check that
the map (5.27) is well-defined, i.e., does not depend on a representative in the class.
Indeed, assume that m

1

= b · m0
1

and m
2

= c · m0
2

for some b 2 TLN1 , c 2 TLN2 and
some m0

1

2 M
1

[N
1

], m0
2

2 M
2

[N
2

], and let us compute (5.27) for the other representative
(setting here g ⌘ gN1,N2)

(5.28)
a · (b · c)⌦m0

1

⌦m0
2

7! g · abc · g�1 ⌦m0
2

⌦m0
1

= g · a · g�1 · (g · bc · g�1)⌦m0
2

⌦m0
1

= g · a · g�1 ⌦ (c⌦ b)⌦m0
2

⌦m0
1

= g · a · g�1 ⌦m
2

⌦m
1

,

:

 a technical remark: it is well known how affine TL can be obtained as a quotient of affine Hecke.
There is meanwhile a well known fusion in affine Hecke, Zelevinsky tensor product. The problem is, 
that this tensor product and the quotient to get affine TL are not, in general, compatible (so the 
result is “zero”).  We have checked that, when it is compatible, our results are recovered. 

there’s room for a theorem!



CFT: the closed case 

 Like in the open case, if we again take the  Hamiltonian 

W j,i2jqj+k =
M

0`j

W `,i2`q`+kW j�`,(�1)ki2(j+`)qj+`+k

(5.7)

+
M

`>j

W `,i2`q`+kW
⇤
`�j,(�1)ki�2(j+`)q�(j+`+k)

+
M

0<`<k/2

W j+`,(�1)2l�ki2(j+`)qk+j�`

W
⇤
`,(�1)ki2`q`�k

.

This corresponds to three fusion channels generalizing (5.8) and (5.9):

W j1,i2j1qj1+k ⌦W j2,i2j2qj2+2j1+k = W j1+j2,i2(j1+j2)qj1+j2+k

� . . . (5.8)

and
W j1,i2j1qj1+k ⌦W j2,i�2j2 (q�1)j2+2(j1�j2)+k

= W j1�j2,i2(j1�j2)qj1�j2+k

� . . . , j1 � j2 (5.9)

with, in addition,

W j1,i2j1qj1�2j2+k ⌦W j2,i2j2qk�j2 = W j1�j2,i2(j1�j2)qj1�j2+k

� . . . j1 � j2 (5.10)

and I have discarded the ✏ factors for the time being. I think they don’t appear in the continuum
limit - see (6.3) where z ! �z amounts to shifting the electric charge by one). I am not sure
about the role of the sign of z in general: it does not appear in the Graham Lehrer degeneracy
conditions for instance.

6 The conformal limit

As is well known, many models of physical interest - in particular, those providing regularization
of Logarithmic Conformal Field Theories - are based on the Temperley Lieb algebra. More
precisely, the transfer matrices and hamiltonians of these models are particular elements of the
algebra TLN(m) with open boundary conditions and of the Ta

N(m) algebra with periodic (or
“twisted”) boundary conditions. In this case, a detailed analysis going back more than 25 years
has established a correspondence between modules of the lattice algebras and modules of the
corresponding Virasoro (resp. product of two Virasoro) algebras in the continuum limit for the
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together with  the logarithm of the translation generator as the momentum P, we know that

W j,i2jqj+k =
M

0`j

W `,i2`q`+kW j�`,(�1)ki2(j+`)qj+`+k

(5.7)

+
M

`>j

W `,i2`q`+kW
⇤
`�j,(�1)ki�2(j+`)q�(j+`+k)

+
M

0<`<k/2

W j+`,(�1)2l�ki2(j+`)qk+j�`

W
⇤
`,(�1)ki2`q`�k

.

This corresponds to three fusion channels generalizing (5.8) and (5.9):
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� . . . (5.8)

and
W j1,i2j1qj1+k ⌦W j2,i�2j2 (q�1)j2+2(j1�j2)+k

= W j1�j2,i2(j1�j2)qj1�j2+k

� . . . , j1 � j2 (5.9)
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� . . . j1 � j2 (5.10)

and I have discarded the ✏ factors for the time being. I think they don’t appear in the continuum
limit - see (6.3) where z ! �z amounts to shifting the electric charge by one). I am not sure
about the role of the sign of z in general: it does not appear in the Graham Lehrer degeneracy
conditions for instance.
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where H and P are the lattice hamiltonian (normalized such that the velocity of sound is unity)
and momentum, e0 is the ground state energy per site in the thermodynamic limit, we also set
q(q̄) = exp

⇥
�2⇡

N
(�R ± i�I)

⇤
with �R,I real and �R > 0, and N is the length of the chain.

6.1 The generic case

We start by considering the generic case. We find the following

Wj,eiK =
1

(qq̄)c/24P (q)P (q̄)

1X

n=�1
q

[xj+(x+1)(n+K)]2�1
4x(x+1) q̄

[xj�(x+1)(n+K)]2�1
4x(x+1) (6.3)

for q = ei⇡/x+1. Note moreover that the exponent in this sums can be written formally using the
Kac formula

hrs =
[(x+ 1)r � xs]2 � 1

4x(x+ 1)
(6.4)

so the sum involves hn+K,j and hn+K,�j respectively. Setting now z = ei� we find we can write
the continuum limit of (4.23) as

1

(qq̄)c/24P (q)P (q̄)

X

n

qhn+�,�j1�j2 q̄hn+�,j1�j2 .
1

(qq̄)c/24P (q)P (q̄)

X

p

qhp+�,j1�j2 q̄hp+�,j1+j2

! 1

(qq̄c/24P (q)P (q̄)

X

r

qhr+�,�j1�j2 q̄hr+�,j1+j2 . (6.5)

We find the same kind of result for the other fusions using in particular hrs = h�r,�s. For
instance, in the first case with j = j1 � j2 we find

1

(qq̄)c/24P (q)P (q̄)

X

n

qhn+�,�j1+j2 q̄hn+�,j1+j2 .
1

(qq̄)c/24P (q)P (q̄)

X

p

qhp+�,j1+j2 q̄hp+�,j1�j2

! 1

(qq̄)c/24P (q)P (q̄)

X

r

qhr+�,�j1+j2 q̄hr+�,j1�j2 . (6.6)

6.2 The degenerate case

Things look somewhat nicer in the degenerate case, where we find

1X

r=1

KrkKr,k+2j1 ⌦
1X

r=1

Kr,k+2j1Kr,k+2j1+2j2 !
1X

r=1

Kr1Kr,k+2(j1+j2) (6.7)

and
1X

r=1

KrkKr,k+2j1 ⌦
1X

r=1

Kr,k+2j1Kr,k+2j1�2j2 !
1X

r=1

KrkKr,k+2(j1�j2) (6.8)

with in addition
1X

r=1

KrkKr,k�2j2 ⌦
1X

r=1

Kr,k�2j2Kr,k+2j1�2j2 !
1X

r=1

KrkKr,k+2(j1�j2) (6.9)
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where  (Cardy) 



One finds, then that our fusion corresponds to glueing the right component of one field with the left 
component of the other field.  Schematically:
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the same conformal weight
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Our Fusion now corresponds to  

This doesn’t seem particularly useful



Conclusions

 Physicists have to do representation theory to understand in detail the relationship between lattice 
models and their conformal invariant limits. This is particularly crucial to make progress on logarithmic 
CFTs (non semi-simple VOAs) which play a role in the description of many systems of interest (in 
particular those involving disorder) 

 Apart from modules and fusion, another hot topic is the understanding of lattice models “Hilbert 
spaces” as bimodules over ATL and its centralizer  A.M. Gainutdinov et al. / Nuclear Physics B 871 [FS] (2013) 289–329 323

Fig. 11. Bimodule over the pair (JTLN ,Uodd
q sℓ(2)) of commuting algebras. The action of JTLN is depicted by vertical

arrows while the action of Uodd
q sℓ(2) is shown by dotted horizontal lines. Each label j in the horizontal axis corresponds

to the sector for Sz and the label runs from −L on the left to j = L on the right. Each vertical tower above a label j

is the diagram for P̂j . The first horizontal layer at the bottom contains four nodes (d0
1 ) and dotted arrows mixing them

compose the Uodd
q sℓ(2)-module T1. The second layer contains eight nodes (d0

2 ) and the dotted arrows depict the action in

the indecomposable module T2 presented on Fig. 3 in the front of (d0
2 ), etc. We suppress long-range arrows representing

action of the generators F>0 and E>0 in order to simplify diagrams. For example, the second layer of the bimodule
contains in addition four long arrows going from the node ⋄ at j = ∓1 to the node • at j = ±2, and from the node • at
j = ±2 to the node ! at j = ∓1.

from (2.5) a different expression for e2L,

e2L = (f2L − f1)
(
f

†
2L − f

†
1

)
,

which does not provide a representation of the JTLN algebra any longer. It still does provide
of the even affine Temperley–Lieb algebra ON introduced in Section 2.1, see also (2.4). We
recall that in the diagrammatic language the JTLN algebra corresponds to a quotient of ON ,
where a non-contractible loop on a cylinder is replaced by the numerical factor m = 0, while the
antiperiodic boundary conditions now require a quotient of ON , where non-contractible loops are
given the weight 2 (the dimension of the fundamental or its dual, instead of the superdimension).
We also have the relation uN = (−1)j which is satisfied in the sector with 2j through-lines and
which means that we impose the condition z2j = (−1)j on the z2-parameter in this sector. We
will call the corresponding finite-dimensional algebra JTLtw

N . This algebra is related with the
twisted or deformed version of the Jones algebra studied in [10].

We next recall the result [3] about the centralizer of the representation of JTLtw
2L. The choice

of an “even” subalgebra in Uqsℓ(2) at generic q, i.e., generated by the renormalized even-powers
of the E and F gives in the limit q → i the centralizer for (the representation of) JTLtw

N on the
antiperiodic spin chain — the usual U(sℓ(2)) generated by the e and f.

Gainutdinov, Read, Saleur  
2013 

(m=0,gl(1/1))

 Questions for mathematicians: Fusion in other algebras? Blob/boundary Temperley-Lieb/Temperley-
Lieb type B,C? Other (better) ways to do fusion?


